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Abstract

As the data or information gets increased in various applications, it is very much esgénti ¥, to make the retrieval and mod-
eling easier and simple. Number of modeling aspects already exists for this crisis.Yet, contc awareness modeling plays a
significant role in this. However, there requires some advancement in modelingfsyst. m with‘the incorporation of advanced
technologies. Hence, this survey intends to formulate a review on the context-aw ¢ 1iioweling in two aspects: context data
retrieval and context data modeling. Here, the literature analyses on divgase techniy ¥€s associated with context awareness
modeling. It reviews 60 research papers and states the significant analysis\Ini, “Sprthe analysis depicts various applications
that are contributed in different papers. Subsequently, the analysis also foctSes on various features such as web application,
time series model, intelligence models and performance measussiiforeovej;'this survey gives the detailed study regarding
the chronological review and performance achievements in edsh conti bution. Finally, it extends the various research issues,
mainly the adoption of Evolutionary algorithms, which gan beseful’ror the researchers to accomplish further research on
context-aware system.

Keywords Big data - Context awareness - Data p{adelling * Dfta retrieval, applications - Performance measures

1 Introduction

One of the current analyses has ‘@gwn the determinant
future of context-aware applications ang chat has revealed
the 6 important areas. Fiy€ ¢, vhose sogmponents have been
focussed on context-awai et smmialACAR) [68-70] of data
or information. It isdelieveat hatthe significant role of CAR
applications playf wi i two méjor CAR nature. They are the
renowned fieldNike ini yptation retrieval (IR) and informa-
tion filterig{ \(IF)NIngencral, the common CAR applications
include the ut ge of'mobile. In the sense, the user’s context
[61-03]% ) chang ag. Further, the important aim or objective
of thiye/tvifictors is to be effective and efficient. In this,
the effici ¢y means that the delivery of data or information
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rapidly, which should be happened without the need of any
resources even if there has huge count of information to be
retrieved. In fact, the efficiency is prominently the related
denying information that is often the useless data.

The applications of CAR [71-73] are often helpful in
the environs like resource-hungry environment, in which
the less storage usage as well as another resource are very
critical. Moreover, the effectiveness is considered with the
retrieval of related documents. This means, the document
that is termed to be more useful by the user. The important
count of IR/IF research work is considered with the deri-
vation of weighing approaches for accurate ranking of the
documents as per the apparent related requirement of user.
Still, it moves over the CAR [15, 64, 74, 75, 81-83] as it
is the needed factor on information delivery. Further, the
delivery accuracy is also important and most likely in the
CAR system, in which the display space is limited and that is
peripheral to the present task of user. Practically, the empiri-
cal review reveals that if the CAR user receives the doubtful
relevance information, then the system gets abandon. Over-
all suggestion is that the IR/IF techniques are closer to the
CAR application since there has great potential benefits and
insights in terms of relating them.
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This paper contributes a review related to Context aware
[64-67] data retrieval and modeling. The survey focuses
on different retrieval and modelling models exploited in
diverse applications that can offer better improvements. In
this, review stands on various parameters like web applica-
tion, time series model, performance measures. The rest of
the paper is organized as follows: Section II describes the
related works done under this topic. Section III demonstrates
the study on context data modelling and retrieval and section
IV depicts the models and performance measures enabled
with this topic. Accordingly, section V portrays the research
gaps and challenges, and section VI concludes the paper.

2 Literature review
2.1 Related works based on context data retrieval

In 2016, Foschini et al. [1] have presented a new context data
distribution infrastructure for CRHWNSs that was for attain-
ing data distribution more effectively and reliably. They
have also shown how the proposed solution has increased
the scalability of retrieval and the context data distribution
as well. This was mainly by the self-adapting data distribu-+
tion paths. Finally, the investigational outcomes have yli-
dated the assumptions and have also demonstrated h& jthg
proposed solutions limit the overhead of runtimegverhes !

In 2001, Brown and Jones [2] have considezCd ae close
relation of distinct, information retrieval 2d*the 1 gring
concept to the context-aware based retieval. This‘paper
has aimed to make a new initialization t¢_yards th: concept.
In 2007, Ioanna et al. [3] have elghorateac ™ ovel context
management model, which has beeri, “Wplplled for coping
with both cases location bagad and\(ree-text based context
retrieval and also for effactiv: conti¥l in context consist-
ency. Moreover, the ghyelc }¢d Tiiedel has been included in
the platform of mpd yfunction: Ppervasive services, whereas
the model has bcen e pirically assessed. In 2011, Stefano
and Luca [4] haye pres¢ited a common purpose solution
for the purp yefof wib content in terms of mobile devices,
nameMiocial" Jofitext-Aware Browser, which was a new
mgf )l tg access’the information on the basis of context of
user cetext. This has exploited both social as well as col-
laborativy methods for overtaking the restrictions of conven-
tional solutions. Finally, the performance was analysed by
the benchmark based modality.

In 2018, Singh and Kumar [5] have presented a new
model and technique to retrieve the multimedia content of
user through the context of the media/image file. They have
applied the Logical Itemset mining that includes textual
data, which are related to the images. Further, the model
has addressed paraphrase issue to describe the media file
content. Finally, the performance of the proposed model was
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compared over other methods, and has proven the superior-
ity of the work. In 2014, Ricardo [6] have described the
functionality of a profile of the protocol namely Search/
Retrieve URL protocol. The implementation of SRU was
a major component in the distributed environ, in which the
archivists could place the records of authority apd could
reuse those record under access points. In 2004, John and
Verma [7] have presented a new context-based < ai for 1he
retrieval of ad-hoc of web documents. Further, the 6 eftve
of this research work was the generatioif 6. locumjnt meas-
ure term at the time of retrieval, whiCii*coulc hesutilized as
the co-contributor or substitute. Tk *y have shown the expan-
sion terms of generation thrgfigh ' % tynial query expan-
sion model. Finally, the prgposc ymodel has shown the high
retrieval accuracy. In 20081, Goliy, yha and Maksimov [8]
have presented a geneiglizeJiterative query-response model,
which was the g live retrizval process. They have also
stated the systCihch masterization of retrieval approaches,
which was aimed 1: 3he retrieval task support under different
types. Thi ;@ alse developed the multidimensional quan-
titative analv#ls U, .at was on the basis of coordinate indexing,
which was 1hr performing external feedback.

1. 0015, Harvey et al. [9] have taken a fresh look at the
issues n information retrieval (IR) in the extraction of docu-
L att of recall balancing along precision balancing. They
have examined the construction of IR in terms of context,
uncertainty and relevance by developing a novel process
approach. Finally, they have conducted a sequence of inves-
tigation for evaluating the artifact and model, and have
shown the performance improvement. In 2014, Rahat [10]
have aimed to evaluate the collaborative computing models
and services. Based upon these problems, they have made
a great objective for balancing the innovation of technol-
ogy with required consideration at International Workshop
on Ubiquitous and Collaborative Computing (iUBICOM)
forum. Evaluations were made with the proposed model
with respect to transparency, speed, efficiency and quality
of service. In 2014, Yu et al. [11] have introduced a new
pairwise 3-D shape context to match the partial object and
its retrieval. This was for extracting the 3-D light poles from
mobile laser scanning (MLS) point clouds. This algorithm
could concurrently model the global and local geometric
structures. Finally, the algorithm has been analysed over
other methods in terms of accuracy.

In 2016, Li et al. [12] have investigated the issue of pre-
diction of tag importance, in which the aim was the auto-
matic prediction of tag importance and its utility in image
retrieval. For attaining this, they have initially developed a
model for measuring the relative significance of object and
the corresponding scene tags to the description of image
sentence. They have made the investigation with 3 real time
datasets, and has proven the performance of proposed work.
In 2017, Amara et al. [13] have proposed an approach of
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image annotation, which have incorporated the contextual
cues that were gathered from both extrinsic and intrinsic
for bridging the semantic gap. Further, the major objective
of this research work was the collection of huge real time
dataset of news images. Finally, they have evaluated the
performance of proposed model by comparing other con-
ventional methods. In 2017, Yu et al. [48] have developed a
new algorithm along better complexity of runtime, and has
then extended to a MapReduce style. This was for taking the
benefits of popular platform of distributed computing. The
experimental results have shown the betterments of proposed
model over other conventional methods. In 2018, palazzo
et al. [49] has presented an integration approach that has
related the context as well as the domain information for per-
mitting the relational information to be retrieved in context.
The results have shown the significant reduction of tuples.

2.2 Related works based on context data modelling

In 2016, Sheikh et al. [14] have proposed a Neural Bag-of-
Weighted Words (NBOW2) approach that has learned for
assigning higher weights for the words that were significant
for OOV PN retrieval. From the investigation, the authors
have proven that the NBOW and NBOW?2 models outper-
formed the conventional methods that were on the basigoF
raw embeddings from Skip-gram and LDA approach€

In 2016, Lei et al. [15] have presented a context-asso
ative model for recognizing the human-objec#1 jraction
Here, the developed model could attain théyrecogni an of
incoming visual content, which was on tlie basis of preced-
ing activities. They have parsed the higli level aglivity into
successive sub-activities, and have,constru. ¥ the context
cluster for modelling the tempora! 1o, Ways. Finally, they
have evaluated the performance of pfoposed model under 3
data sets and have provesthe) fficie ¥y of proposed model
over other conventiomal 1 ¥nous. In 2006, Tim Erickson
[16] has focused gf certain G Jdils. How the students have
modelled the daty, the way the students complete the chal-
lenging tasks#'the reason j'chind this usage and so on. These
were colleC hdsironithe students of San Francisco, Cali-
fornigagpa. ThQautnors have documented them more thor-
ougd ly. Einally, 4hey have discussed some of the issues that
could" ) focused in this concept.

In 2017, Zhou et al. [17] have proposed a Multi-Context
Trajectory Embedding approach, namely MC-TEM for
exploring contexts in the systematic manner. They have
developed the MC-TEM in the framework of distributed
representation learning, which was more flexible in char-
acterizing different context kinds under varied applications.
Further, it was found that this was the first time used in
the application of trajectory data. Exclusive investigations
were conducted and have proven the performance of pro-
posed model over other conventional methods. In 2015, Tri

Huynh et al. [18] have proposed a learning-based method
for tackling the issues in this field. Initially, they have par-
titioned a MR image into some patch sets. For each patch,
they have used the structured random forest, which was for
directing the computed tomography prediction. Further, a
novel ensemble approach was used for assuring the, predic-
tion robustness. At last, the authors have provensthebetter-
ments of proposed model other conventional Mo hads.

In 2015, Wenrui Dai et al. [19] have dgveloped < gstier-
alized context modelling (GCM) to céir ess the lietero-
geneous data. The GCM have congtiteted < ngdel graph
along combinatorial structuring. [doreovesy, tiie model has
extended the suffix element 4 pre ticteddieries in context
modelling (classic). Finallathc havestigational outcome has
proven that the perfozdance of ' yposed model has out-
performed other conVentic Jal modelling models. In 2011,
Damon et al. [204% e introd uced 4 bandit tasks that were
of two-armed{" yhig smmas for investigating the informa-
tion influence relahd fo group members. They have also
employed, -Wmft-may choice approach, which have emerged
from the pipg€ss| 1 drift-diffusion that was generally utilized
on modellirig the perceptual decision making. It was found
thae e proposed model was fit for every task and has made
a com Jarison over the allocation of choice across subjects.

1n/2003, En-hui et al. [21] have developed the data com-
oression models (lossless), hierarchical context-dependent
model along with the enhanced sequential contest depend-
ent model. All these were on the basis of developed greedy
CDG transform. It was observed that the developed context-
dependent models could attain best expected redundancies
over other conventional algorithms. In 2000, Yang and John
[22] have presented a greedy grammar transform and the
respective construction of grammar transform has performed
sequentially, from where the original data sequence could
highly recover. On the basis of this, the authors have devel-
oped hierarchical algorithm. Further, it was proven that the
redundancy (worst case) between each distinctive series
were upper-bounded by log. The results have proven the
superiority of proposed model. In 2017, Prabha et al. [23]
have developed a wavelet based sampling model to choose
the least sampling rate to assure the reliability of data. The
model results along the domain knowledge were utilized
for developing the data collection models (context aware),
which could improve the system’s lifetime. The model has
also developed the mathematical model for Context Aware
Data Management (CAD), and has evaluated under real-
world databases. In 2017, Milne and David [24] have tried
to attain 3 major objectives (i) For identifying the ‘special’
about big data (ii) for provoking debate about the future
association among big data and transport planning and (iii)
identifying corresponding themes in this application. It was
identified that the some of the challenges were needed to be
rectified on the basis of reducing change from status.
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In 2016, Olegas et al. [25] have developed 6 needs of
dynamic business process (DBP) and also developed a model
to model the rule- and context-based DBP. The respective
model was on the basis of business rule changing along with
the series at the process runtime. The prototype simulation
tool was also developed based on these rules. Finally, the
outcomes have revealed the need of dynamic changes. In
2016, Marko et al. [26] have presented a context approach,
which has included 13 contextual factors that has captured
different situations where the developers have direct interac-
tion to IDE. Further, the proposed context model could be
utilized on supporting and improving interaction of user with
an integrated development Environment (IDE), which would
enhance the accuracy rate as well. Finally, they have discov-
ered the results on this interaction. In 2017, Chen and Xi
[27] have proposed certain semi parametric estimators that
were without the improvement of monotonicity restriction.
On these regularity constraints, the proposed were founded
to be asymptotically normal and consistent. Moreover, the
investigational results have shown that the proposed estima-
tors could work well in finite samples.

In 2013, José et al. [28] have developed a textual Domain-
Specific Language (DSL) that was particularly tailored to
model the context data. This has been implemented through
the applications of Model-Driven Development (MIp}
models for generating software artifacts from o€ kexs
approaches. They have applied the proposed modef1»2 ve
ied middleware platforms. In 2016, Erfani et 41X 29] have
introduced a context-aware meta-model that s on tiz 3basis
of ontology, which has taken the benefit{ of Semantic' Web
models for capturing and formalizing the \ontext/iata. They
have given various case studies that were «lCiated to the
domain of software evolution for iljus.. Wmerthe advantages
of sharing as well as reusing,contex? In Z017, Neven et al.
[30] have developed a coftextiaware |*€sign model for posi-
tioned analytics namaly Eyacavlodel View Controller.
The developed appf jach was ' J8igned the event-driven that
has permitted th&iseari pss transmission among information
and physicalpace whilejisage. They have demonstrated the
utilizatiorf 0- Mefigh pattern with the interactions like menus,
pinchagam as* kl¥as details-on-demand.

12000 _Coaxes and Coakes [31] have shown how the
social"_ad organizational context could take into account
while th)”"development process of information system.
For producing the utilization of information system,
there needs the approaches of socio-technical models,
the authors have recommended the modelling method.
This has resulted the computerised information model.
In 2010, Agelos et al. [32] have used different chemo-
metric models for analysing and modelling the potable
water quality information or data. They have measured
20 water quality parameters at various sites and have
applied the Factor analysis (FA) for standardizing the
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data sets (log-transformed). The efficiency was deter-
mined by confirming the FA analysis. In 2014, Sylvain
et al. [33] have introduced the approach of context-aware
application CAA, where, they have specified the adapta-
tion of context explicitly as the model transformations.
They have exploited the graph transformation techniques,
and the evaluation of the proposed model haggproyen its
superiority.

In 2017, Oscar et al. [34] have presented three-1€ 3L £on-
text ontology (3LConOnt), which codlc e reuljed more
easily; it could be extended as wellastadap 3 _fOr distinct
generic purposes. Further, the ¢:veloped miethod could
consolidate the context knowdedgy shat wiis already exist.
Finally, the usability was llusiited as well. In 2010, Guy
et al. [35] have consig{ied the u Wity of varied Markov
chains orders for mo&zglling Jshe dependence at sequence of
ancestral root. Th€ have fouj u that the strong support was
Bayes factors A Jaick swas for utilizing a 2nd order Markov
chain. It was also'¥entified that the Hwang and Green’s
continuot - me app-oximation have greatest support with
respect to Rages | actors.

In 2001, Daniela et al. [36] have introduced the archi-
tecv e thatutilized in 2 context-aware museum guides.
They | ave discussed the designed model for triggering the
s.ntefn action. It was identified that the rule-based system
hat offered its flexible characteristics in rapid prototyping
models. In 2012, Guotao et al. [37] have empirically investi-
gated the possibility and authority of non-EUT models in the
context, revealed preference (RP). The findings have pointed
the significance of exploring the non-EUT approaches in
exposed performance context for modelling the difficult
choice in real world. In 2006, Marian et al. [38] have utilised
a modelling scheme for combining data on the efficiency and
cost of 4 separate approaches for changing the behaviours
of GP for estimating their relevant cost efficiency. Finally,
it was evident that the computerised reminder system was
more efficient in attaining minimized standard drink counts.

In 2000, Keith et al. [39] have analysed the expected
model error context of the evaluation of wind energy. Ini-
tially, the study has used the statics of single point for show-
ing the development of mean value along time. Then, they
have used the discrete Fourier transforms for showing the
important spectral energy amount. Finally, it was reviewed
that the inaccuracy is because of lacking of scale separation.
In 2014, Manuela et al. [40] have made the evaluation of
groundwater flow approach to analyse the aquifer response
under different pumping models. Firstly, the simulation of
groundwater flow was standardized adequately. Finally, the
simulations have granted the maximized piezometric level.
In 2018, Malicki et al. [41] have developed a model that
has linked the results of 5 regional climate approaches. The
approach was practiced in a representative village. Fur-
ther, the respective integrated approach has reviewed the
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development of 3 socio-economic groups. Finally, it was
observed that the vulnerability model could apply in any of
the situation.

In 2016, Jodo et al. [42] have presented the framework
of multi-scale spatial model for including strong modelling
architecture (Multimodel Inference and Ensemble Model-
ling), which was for rectifying certain limits. This model was
viewed by Hakea sericea Schrad with the concern of 2 stud-
ies. Finally, it was identified that the climate and landscape
were the important determinants. In 2004, TOM and WOLF-
GANG [43] have developed the concept of progressing the
awareness data in terms of awareness contexts. Aiding this
concept, the authors have addressed the issues of contextual-
ising event notifications. They have also reported the investi-
gational study and made the conclusion in context-awareness
modelling. In 2009, Brian and Seamus [44] have constructed
the approach of multimedia systems development MSD, and
it was on the basis of broader concept formulation of context
difficulties. The authors have also explained the strategy and
designing of the respective complexities. It was concluded
that the interventions must be directed for the complexity
situations.

In 2010, Daniel and Maria [45] have developed the
Markov random field along the parameters of Markov, whicly
was for modelling the relationships of spatial and topolg/gi*
cal among scene objects. Finally, the evaluation waé ong
in terms of different 100 hand segmented images/1i» 20¢ )
Moroni et al. [46] have committed for the mafia, yment o}
model for the explanation of anatomical stigctures; ghich
was on the basis of geometrical and tofological features.
They have argued that the 3D model mig i do th¢ enhance-
ment in other non-geometrical pieges. Finai J.¢ investiga-
tions have made with different medicai. Iptigations. In 2007,
Syteev et al. [47] has descrikas the @cographic Information
System (GIS) oriented zfiode s for ¢(®ating the atlas’s 1st
volume that has lookgsl at" )¢ Spa.ial allocation of five haz-
ards (flood, landsli€ , wind sp, 94, heat and seismic hazard).
They have proyitied a' avel tool set for refining the analyti-
cal abilitiesuring the e amination of natural hazards.

In 2017 Sofma & al. [50] have presented the models
and res@ts of COmMining population projections over multi-
spal al s¢ales along the model of urban growth. The inves-
tigatic, 3l results have discussed by experimenting different
urban coj ditions.

In 2015, Hasti et al. [51] has extended the work of Seman-
tic and Time-dependent Expertise Profiling (STEP) model
to capture the expertisation from micro-contributions.
Moreover, the authors have extended the experimentation
for structured micro-contributions, which has emerged from
the environment of ontology engineering. Finally, they have
investigated the baseline profile coverage. In 2009, John
et al. [52] have described the present knowledge regard-
ing the potential of thermo—hydro-mechanical- chemical

modelling. Initially, they have described the disturbances
related to excavation, and then the results were discussed.
Finally, they have verified the performance of proposed strat-
egy. In 2017, Sunoj and Vipin [53] have studied the proper-
ties of provisional partial moments exist in weighted models
context. They have attained the ratio of income gan for the
respective characterizations. At last, they havedntreduced
the non parametric estimators, which were Suijaquenjly
evaluated by simulation works using real-time data®yt,

In 2014, Vivek and thakur [54] have @i ussed the‘design
of pattern warehouse and have discysSc&theri yuslity issues.
The authors have focussed on bofa logicak ard conceptual
design through the introducti€n oi hontex'. The snowflake
system was also extendedain 1. g rescarch work. In 2001,
Wong and lam [55] ha{\defined" »€ dimension operators
that were on the basisOf nitidimensional logic. This could
be aided in many®€ Xhe applj-ations that identified in data
warehouses. AL st/ shev have prototyped the multidimen-
sional XML datat ke system and has also given the clear
descriptic ., 2016Hang and Uta [56] have used the sys-
tematic midgi 16 1dentifying the extension of data sharing
and the related factors that were influencing the willingness
or ¢_winct individuals. However, the results have shown that
there ¥ the lack of national regulations in Vietnam context
I papling the data sharing.

1n 2018, Hu et al. [57] have developed a novel context
dependent random walk family along the tree pattern graph
matching kernel. Experimental evaluation has proven the
superiority of proposed model over other conventional
methods. In 2016, Giorgio and Edoardo [58] have devel-
oped a new variation model, which could model the impacts
of perceptual context-driven. This might have extended to
the judgement of non-physical characteristics. Finally, the
proposed model has proven its superiority by means of flex-
ibility. In 2018, Jerzy et al. [59] have presented the attempt
of industrial, real, engineering modelling that were used in
companies. They have focussed on the team knowledge con-
cepts. They have proven that the issues with the high degree
difficulties might be solved by the proposed approach. In
2017, Joerg and Heiner [60] have investigated the queries
that were gathered from different public SPARQL. The
respective analysis has reviewed various quires in practically
and has shown its safe section. Moreover, it was applicable
in terms of scalability for huge data sets.

2.3 Chronological review

This section reviews the chronological review and its per-
centage of contributions for the respective years, which is
shown in Fig. 1. This survey analyses the papers published
in various years. At first, 13.33% of papers are taken from
the year, 2018. Then, 20% of papers are taken from the year,
2017. 15% of papers are gathered from the year 2016. Only
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12 1 3 Study on context data modellling
and retreival
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8 3.1 Applications

Contribution
(=2}
)

0 =
N VWM YT MmN A O QNO T M A O ling. The applications used by th
o4 4 4 4 4 4 4 4 4 O O O O O O O .
g Qe genooooooo o0 follows: the author in [1] have co
ch ; g disaster calamities. [2] have k
ronological Review .

[3, 4], and [5] have focusg®d o rvasive computing, Web
Fig. 1 Bar chart representing chronological review apphcatlons and My dia ap a.tlon applications as
focused in [6]. Subsequently,
d in [7]. Clustering, medical
5% of papers are taken from the year 2015, 2006 and 2011, in [8, 9]. Health care application,
respectively. Similarly, 6.66% of papers are taken from the i icati timedia application, image process-
years 2014, 2010, and 2001, respectively. 1.66% of papers i ontology applications are focused in

are from the years 2013, 2004 and 2003, respectively. 3.33%
of contribution under the context data retrieval and data
modelling is from the years 2012, 2009, 2007 and 2000,
respectively.

as follows (Fig. 3): In this, the speech recognition
tion is focussed in [14]. The human activity is con-
odelled in the papers like [2, 15, 36, 57]. Education
application is concentrated in [16]. The mobile application
1s the main focus of papers like [17, 33]. The papers like [18,
44-46] have concentrated on imaging techniques. Data com-
pression is the main focus of [19, 21, 22]. The paper [23] has

Fig.2 Applications focused
in reviewed papers that is of
context data retrieval

Pervasive
computing [3]

‘ ontology

[49]

Medical
appllcatlon 191
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Fig.3 Applications focused
in reviewed papers that is of
context data modelling

Big data
application [24]

Ground water
application [40]
1561

Ethnographic
analysis [31]

‘Warehousing Panel modelling | Transport application [ 4,01 Misusing [38] ‘Wind energy
Application [54] [27] 137] prediction [39]

[551

Human computer

\
interaction [43] W
Radioactive-waste r
disposal [52]
ap on [58]
\

Population
structuring [50]

concentrated the network application. The big data applica- eraction, Disaster risk, Population structur-
tion is focused in [24]. The business application is focused ng, mdioactive-waste disposal, mathematical application,
in [25]. The papers like [26, 28, 29] have concentrated o ering application and query processing are focused
software application. The ground water or fresh water b 44-43, 47, 50, 52, 58-60], respectively.

context modelling is preceded in [40, 56]. Papers, [.
have worked under medical applications. The .2 Web application

This section explains the papers contribution under web
application for both cases: Data Retrieval and Data Mod-
cused in  eling. In this, Fig. 4a shows the graphical representation of
, transport ~ Web application process in data retrieval. Totally, 15 papers
in [36-38]. Wind  are reviewed in data retrieval, and as per the graph, 66.66%
of total papers (data retrieval) have worked or process under
the web application. 33.33% of papers have not concentrated

worked under shopping application. Et!
is made in [31]. Ontology based appli
[34]. The applications like humga appl
application and Alcohol Misusing
energy prediction is the appli

Contribution

Yes No

No

Web Application Web Application

(@) (b)

Fig.4 Analysis on Web application a context data retrieval, b context data modelling
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on the web application, and they were processed with some
other applications.

Similarly, the context data modelling papers were also
analysed to identify the contributions of web application
(Fig. 4b. Here, 45 papers are reviewed under context data
modelling. In this, it is identified that the 31.11% of con-
tributions have worked under the web applications and
68.88% of total contributions have not processed with web,
but worked under other applications.

3.3 Time series model

This section explains the contribution of time series model
from all the reviewed papers, which is shown in Table 1.

Totally, 60 papers have been reviewed in retrieval and mod-
eling cases. In this, 10% of total contributions have used the
time series model and 90% of total contributions have not
processed under time series model.

4 Review on models and performa
measures

4.1 Intelligence or other models
her models

This section reviews the intelliflence a
that are used in the reviewtd rs £ lable 2). From
the total reviewed papem, o minimal percentage of

Table 1 Research status on

o > S. no Author [citation] Time serie Autlior [citation] Time
coqtrlbutlon related to time model series
series model model

1 Foschini et al. [1] No Oscar et al. [34] No
2 Brown and Jones [2] No 35 Guy et al. [35] No
3 Toanna et al. [3] 0 36 Daniela et al. [36] No
4 Stefano and Luca [4] 37 Guotao et al. [37] No
5 Singh and Kumar 38 Marian et al. [38] No
6 Ricardo [6] No 39 Keith et al. [39] Yes
7 No 40 Manuela et al. [40] No
8 8] Yes 41 Malicki et al. [41] No
9 No 42 Jodo et al. [42] No
10 No 43 Wolfgang [43] No
11 No 44 Brian and Seamus [44] No
12 No 45 Daniel and Maria [45] No
No 46 Moroni et al. [46] No
No 47 Syteev et al. [47] No
Leietal. [15] No 48 Yu et al. [48] No
Tim Erickson [16] No 49 palazzo et al. [49] No
Zhou et al. [17] No 50 Emma et al. [50] No
Tri Huynh et al. [18] Yes 51 hasti et al. [51] No
19 Wenrui Dai et al. [19] Yes 52 John et al. [52] No
20 Damon et al. [20] No 53 Sunoj and Vipin [53] No
21 En-hui et al. [21] No 54 Vivek and thakur [54] No
22 Yang and John [22] No 55 Wong and lam [55] Yes
23 Prabha et al. [23] Yes 56 Hang and Uta [56] No
24 Milne and David [24] No 57 Hu et al. [57] No
25 Olegas et al. [25] No 58 Giorgio and Edoardo [58] No
26 Marko et al. [26] No 59 Jerzy et al. [59] No
27 Chen and Xi [27] No 60 Joerg and Heiner [60] No
28 José et al. [28] No
29 Erfani et al. [29] No
30 Neven et al. [30] No
31 J.M.Coakes and Coakes [31] No
32 Agelos et al. [32] No
33 Sylvain et al. [33] No
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Table 2 Research status on contribution on time series model

Models or system Contribution

Optimization [1-3, 13, 23, 59]
Ranking algorithm [5]
Content Matching technique [7]
Pairwise 3D shape context [11]
Support vector machine [12]
Mapreduce (48]
Neural Bag-of-WeightedWords (NBOW2) model [14]
Multi-context trajectory embedding model [17]
Auto-context model [18]
Semiparametric estimators [27]
Semantic web technology [29]
Mapping technique [33]
Bayes network [35]
Modelling approach [38]
Multimedia system development model [44]
Markov model [45]
Geographic information system [47]
Semantic modelling [51]
Multidimensional logic [55]
Kernel learning algorithm [57]

is used by the papers like [1-3, 13, 23, 59]
10% of total contribution. 1.66% of tot
have used the Support Vector Machi
7, 11] have used the Ranking algorith
ing technique and Pairwise 3IQ
Mapreduce, Neural Bag-of-We
model and Multi-Context j
are the used models in
papers have used s
given in Table II

bedding model

Accuracy Rate

4.2 Performance measures

The attained performance measure is analysed from all
the reviewed papers and the result is shown here. In this,
the context data retrieval papers have analysed under the
retrieval accuracy rate and that is shown in Fig. 5a

measures, in both cases: retrieval a
case of accuracy rate, among 15 re!

the error rate that is
contributions h

of 1.0-10.0.
attained the error

2% of total contributions have
bove 10.

5 Effect of evolutionary algorithms

bus fields like production systems, economics, engi-
g designs, etc., optimization problems have been
cutely noticed, and hence, there is a prerequisite to imple-
ment an efficient optimization algorithm with less comput-
taional complexity. For solving the problems in context-
aware data modeling and retrieval, optimization algorithm
has deployed in [1-3, 13, 23, 59]. Moreover, Evolutionary
computation is suitable in solving the complex real world
problems in datamining, medical, industry, etc. Among
different categories of optimization algorithms, Evolution-
based algorithms have been implemented, which can be
applied to problems where heuristic solutions are not avail-
able or generally lead to unsatisfactory results. As a result,
evolutionary algorithms have recently received an increased
interest, particularly with regard to the manner in which they
may be applied for practical problem-solving. As the Evo-
lutionary algorithms hold the beneficial characteristics like

Error rate

(b)

@ Springer



1034

Evolutionary Intelligence (2022) 15:1025-1036

simplicity, robustness, and flexibility, it is urged to merge the
concept of Evolutionary algorithms on context-aware data
modeling and retrieval. A lot of Evolutionary Algorithms
are available like Genetic Algorithm (GA) [76], Differen-
tial Evolution (DE) [77], Evolutionary Programming (EP)
[78], Evolution Strategy (ES) [79], and Biogeography-Based
Optimizer (BBO) [80]. Since there is no other contribution
with these algorithms for effectually improving the perfor-
mance of the current research wok, different approaches
of Evolutionary algorithms can be combined, which will
generate various refinement to solve the problems related
with context-aware data modeling and retrieval. This suit-
able execution, in turn, achieves remarkable attention from
diverse researchers for extending the future works.

6 Research gaps and challenges

As the usage of context aware fact is very crucial in different
factors, so many aspects are needed to be fulfilled that are
often fails in practical. Even though, the concept is more
helpful, some improvement and advancement is needed in
case of concerning certain characteristics that are relevant to
the context modelling, handling and adaptation. These char-
acteristics are as follows: Context aggregation, consistesCy;
acquisition, discovery, context query, adaptation, reas€ ¥ings
integration, quality indicators and so on. In this.£i1® que
mechanism poses design issues in terms of triggCii hessages
query optimizations, as well as definitionshpi*cons gints,
which is to be addressed in future. Moreqfer, the compiexity
is also a important issue with this conce %, and tliat should
be transparent to end users. Thegretrieva. L modelling
concepts must need the care in conifea, Wasening regarding
consistency, deduction of high leveiontext.

Some other angle of Xmitz ions rj¥iewed in computing
context aware is as follows e syoem is highly required to
rectify the drawbad s and to '\ Werage the greatest potential
of system with, Irigh psformance rate. In order to increase
the performdince, the sy, tem must have to concentrate on
different e wlés."(ihContext Definition: this is the vast cri-
teria #agh empi sig all the feasible parameters. Moreover,
thed wplifation siould define and find the related parameters
of th& mrrent situation. (ii) Sensing of Context informa-
tion: Thi "must realise the improvement and modelling of
personalized context sensors. (iii) Representation and stor-
age of context data: The representation approach must be
tackled with the sharing and interpretation process that to in
standardize structure. Further, the most critical issue is the
adaptation of system behaviour and the interpretation pro-
cess is based on adaptation. This must be concerned in the
future works. The privacy and security control issues must
be solved so that the context awareness system becomes
stronger. This would be the main factor since the information

@ Springer

must be more secured from the entry of malicious entities
and so on.

Some of the major future work is as follows (i) Mod-
elling of context information with numerous requirements
like distributed composition, partial validation, quality of
information and so on. (ii) Real time application is also a
major fact since every context modelling approathes is not
realizable. The modelling must be implementell a3 ealizhd
within the existing infrastructure, which will be oni 3o the
vital concerns in the future work. Goifig ¥urtheryifitegra-
tion is needed in CBIR framework £ addis )n#0re mean-
ingful context descriptions (Meta/ ata) to the images. Also,
the intelligent algorithms likedEvoi %ionas) Algorithms are
needed to cluster the images “hsed o1 time and location
and find the context bag{d on the'i Wtadata of the clustered
images, which are tole n¢sed in future work.

7 Cong'iision

This paper \1as presented a detailed review on context data
#C.pval and'modeling systems that were enumerated in the
above lections. In this, various models along with their bet-

r aghiievements were analyzed and described. From the
rey.ew, it was known that several context data modeling and
cetrieval systems were really in the enabling view of better
results of information retrieval and modeling. In conclusion,

e This paper reviewed about 60 research papers and
declared the significant analysis.

e Initially, the analysis also focused on various context data
retrieval that were reviewed in this paper.

e Subsequently, the analysis also focused on different con-
text data modelling systems that were revealed in this
paper.

e The analysis also reviewed the different applications
used the concept of context aware data modelling and
retrieval.

e The analysis also reviewed various intelligence methods
that followed in the retrieval and modelling process.

e The accuracy rate of data retrieval and the error rate of
retrieval was also analysed from all the reviewed papers.

e At last, this paper has presented various research issues
that can be helpful for the researchers to accomplish fur-
ther research on the features of context based systems.
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