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Note to Students:

1)

2)

3)

4)

5)

All B.E (CBCS) students (except B.Arch, B.Tech)should study one Open elective each in
the 5™ and 6™ Semester as a part of their Programme.

Students should registers for the Open elective in the beginning of the 5"/6™ semester
in the department, where the elective is offered. An Open elective is not offered in a
department if the registered student’s strength is less than 10.

All Open electives are offered to students of all B.EProgrammes (branches) of
engineering in general (except B.Arch). However, if a student of a particular Programme
has already studied/going to study, in higher semester a similar Core course with
majority of topics same as that of a particular Open elective, then that Open elective is
not offered to that student. In which case, the student has to select an alternative Open
elective.

Having studied/selected a particular Open Elective, a student is not eligible to take a
Professional elective of his/her Programme in the Higher semesters/same semester
which will have majority of topics same as that of the Open elective studied/selected. In
which case, the student has to select an alternative Professional elective.

Students are advised to select an Open elective of their interest and if they have a pre-
requisite knowledge to study that particular Open elective.

Note to Departments:

1)

2)

3)

Above conditions are to be monitored by an Open elective coordinator of the
department to which the student belongs to and the Course coordinator of the
department where the student registers for the Open elective in the beginning of the
5%/6™" semester.

The Teaching department(s) for Open Elective is not restricted to only those
departments(s) indicated in the list. Any other department faculty who has requisite
expertise to teach a particular Open elective can teach it.

Offering department indicated in the list of Open electives is the department/board
which is responsible to set the Syllabus and Question paper for the particular Open
elective.



(As per approval of Vice Chancellor’s, dated:01.02.18)

Updated on 06-02-2018

B.E (CBCS) 5" Semester Open Electives List:

SL | Course Code Course Title Teaching Offering
No Department(s) Department(s)
1 15NC561 Essentials of NCC This can be offered Dept. offering the
only in the Colleges course
having the NCC unit
2 15PHY561 Laser Physics and Non-linear Physics Basic Science
Optics (Physics)
3 15CV561 Traffic Engineering Ccv cv
4 15CV562 Sustainability Concepts In Ccv cv
Engineering
5 15CV563 Remote Sensing and GIS Ccv cv
6 15CV564 Occupational Health and Ccv cv
Safety
7 15ME561 Optimization Techniques Any Branch ME
8 15ME562 Energy and Environment ME/Auto ME
9 15ME563 Automation & Robotics ME/EC/Auto ME
10 | 15ME564 Project Management ME/Auto ME
11 | 15IM/IP561 Professional Communication Any Branch IP/IEM
&Report Writing
12 | 15IM/IP562 Concurrent Engineering Any Branch IP/IEM
13 | 15IM/IP563 Technology Management Any Branch IP/IEM
14 | 15IM/IP564 Human Resource Management | Any Branch IP/IEM
15 | 15MA561 Mechatronics Manufacturing Sc. Manufacturing Sc.
&Engg &Engg
16 | 15MA562 Theory of Elasticity Manufacturing Sc. Manufacturing Sc.
&Engg &Engg
17 | 15MA563 Knowledge Management Manufacturing Sc. Manufacturing Sc.
&Engg &Engg
18 | 15EC561 Automotive Electronics EC/TC/Mech EC/TC
19 | 15EC562 Object Oriented Programming | CS/IS/EC/TC/EE EC/TC
using C++
20 | 15EC563 8051 Microcontrollers EC/TC EC/TC
21 | 15EE561 Electronic Communication EE/EC/TC EE
Systems
22 | 15EE562 Programmable Logic EE EE
Controllers
23 | 15EE563 Renewable Energy Sources EE/ME EE




24 | 15EE564 Business Communication EE EE

25 | 15CS561 Programming in JAVA CS/IS CS

26 | 15CS562 Artificial Intelligence CS/IS/EC CS

27 | 15CS563 Embedded Computing Systems | CS/IS/EE/EC CS

28 | 15CS564 Dot Net Frame work for CS/IS CS
Application Development

29 | 15CS565 Cloud Computing Cloud Computing CS

30 | 15El/BM/ML561 | Computer Organization El/BM/ML/CS/IS El/BM/ML

31 | 15EI562 Material Science El El

32 | 15BM/ML562 | Virtual Bio-Instrumentation BM/ML/EI BM/ML/EI

33 | 15EI/BM563 Operating Systems ElI/BM/CS/IS/EC El/BM

34 | 15ML563 Medical Electronics Design ML/BM ML/BM

35 15EI564 Fundamentals of El El
Nanotechnology

36 | 15BM564 Medical Physics BM/ML BM/ML

37 15MLS64 Pha'rmacology and Drug ML/BM ML/BM
Delivery

38 | 15BT561 Biology for Engineers Bio-Tech Bio-Tech

39 | 15BT562 Biomaterials Bio-Tech Bio-Tech

40 | 15BT563 BT for Sustainable Bio-Tech Bio-Tech
Environment

41 | 15AE561 History of Flight & Technology | Aeronautical Engg. Aeronautical Engg.
Forecast

42 | 15AE562 Elements of Aeronautics Aeronautical Engg. Aeronautical Engg.

43 | 15AE563 Aircraft Transportation Aeronautical Engg. Aeronautical Engg.
Systems

44 | 15AE564 Basics of Rockets & Design Aeronautical Engg. Aeronautical Engg.

45 | 15NT561 Introduction to Nano Science Nanotechnology/ME Nanotechnology
& Technology

46 | 15NT562 Nanomaterials& their Nanotechnology/ME Nanotechnology
Applications

47 | 15NT563 Nano Devices & Applications Nanotechnology Nanotechnology

48 | 15NT564 Nano Materials Synthesis & Nanotechnology/ Nanotechnology
Characterization Techniques Chemistry/ME

49 | 15CH561 Industrial Waste Water Chemical Chemical
Management

50 | 15CH562 Design of Air Pollution control | Chemical Chemical
Equipment

51 | 15CH563 Solid Waste Management Chemical Chemical

52 | 15CH564 Industrial Safety & Disaster Chemical Chemical
Management

53 | 15PC561 Composite Materials Petro-Chem Petro-Chem

54 | 15PC562 Organic Chemistry Petro-Chem Petro-Chem




55 | 15PC563 Reservoir Rocks & Fluid Petro-Chem Petro-Chem
Properties
56 | 15PC564 Natural Gas Processing Petro-Chem Petro-Chem
57 | 15AU561 Automobile Engineering Automobile Engineering | Automobile
Engineering
58 | 15AU562 Alternative Energy Sources for Automobile Engineering | Automobile
Automobiles Engineering
59 | 15AU563 Non Traditional Machining Automobile Engineering | Automobile
Engineering
60 | 15MN561 Industrial Safety Management | Mining Engineering Mining Engineering
61 | 15MN562 :Ennilr.lztl;rrlzLZ/luarzsigpement and Mining Engineering Mining Engineering
B.E (CBCS) 6 Semester Open Electives List:
SL | Course Code | Course Title Teaching Offering
No Department(s) Department(s)
1 15PHY661 Advanced Physics for Engineers Physics Basic Science
(Physics)
2 15CVv661 Water Resources Management
3 15CV662 Environmental protection and cVv cVv
management
4 15CV663 Numerical Methods and Applications | Any Branch/Maths cV
5 15CV664 Finite element Method cvV cvV
6 15ME661 Energy Auditing ME/Auto ME
7 15ME662 Total Quality Management ME/Auto/IEM ME
8 15ME663 Maintenance Engineering ME/Auto ME
9 15ME664 Industrial Safety ME/Auto ME
10 | 15IM/IP661 Management Information IP/IEM IP/IEM
Systems
11 | 15IM/IP662 Advance Machining Process IP/IEM IP/IEM
12 | 15IM/I1P663 Value Engineering IP/IEM IP/IEM
13 | 15IM664 Development of Enterprises IEM IEM
14 | 15MA661 Microprocessor & Manufacturing Manufacturing
Microcontrollers Science &Engg Science &Engg
15 | 15MA662 Theory of Plasticity Manufacturing Manufacturing
Science &Engg Science &Engg
16 | 15MA663 Sensors Manufacturing Manufacturing
Science &Engg Science &Engg
17 | 15MA664 Data Mining Manufacturing Manufacturing




Science &Engg

Science &Engg

18 | 15EC661 Data Structures Using C++ CS/IS/EC/TC EC/TC

19 | 15EC662 Power Electronics EC/TC/EE EC/TC

20 | 15EC663 Digital System Design using EC/TC EC/TC
Verilog

21 | 15CS661 Mobile Application Development | Any Branch CS

23 | 15CS662 Big Data Analytics CS/I1S Cs

24 | 15CS663 Wireless Networks and Mobile CS/IS ()
Computing

25 | 15CS664 Python Application Programming | CS/IS CS

26 | 15CS665 Service Oriented Architecture CS/IS ()

27 | 15CS666 Multi-Core Architecture and IS CS/IS
Programming

28 | 15EE661 Artificial Neural Networks and EE/EC EE
Fuzzy Logic

29 | 15EE662 Sensors and Transducers EE/EC EE

30 | 15EE663 Batteries and Fuel Cells for EE EE
Commercial, Military and Space
Applications

31 | 15EE664 Industrial Servo Control Systems EE EE

32 égil/BM/ML Mobile Communication El/BM/ML/EC/TC El/BM/ML

33 | 15EI662 MEMS and NEMS El/BM El/BM

34 | 15BM662 Software Engineering BM/CS/IS BM

35 | 15ML662 Embedded Real Time Systems ML/BM ML/BM

36 | 15EI/BM/ML | Embedded System Design and El/BM/ML El/BM/ML

663 Programming

37 | 15EI/BM664 | Statistics and Numerical Methods | EI/BM/Maths El/BM

38 | 15ML664 Biomaterials and Artificial Organs | ML/BM ML/BM

39 | 15MAT661 Linear Algebra Maths/EC Basic Science

(Maths)

40 | 15BT661 Biological Data Management Bio-Tech Bio-Tech

41 | 15BT662 Nano BT Bio-Tech Bio-Tech

42 | 15BT663 Good Manufacturing Process Bio-Tech Bio-Tech

43 | 15CH661 Food technology Chemical Chemical

44 | 15CH662 Sugar Technology Chemical Chemical

45 | 15CH663 Petro Chemical Engineering Chemical Chemical

46 | 15CH664 Polymer & Plastic Engineering Chemical Chemical

47 | 15PC661 Modern Separation Technology Petro-Chem Petro-Chem

48 | 15PC662 Process Modelling& Simulation Petro-Chem Petro-Chem

49 | 15PC663 Material Science for Petro- Petro-Chem Petro-Chem
Chemical Engineering

50 | 15PC664 Catalysis Science & Technology Petro-Chem Petro-Chem




51 | 15AE661 Unmanned Aerial Vehicles Basics | Aeronautical Engg. Aeronautical
& Applications Engg.
52 | 15AE662 Fundamentals of Aerodynamic Aeronautical Engg. Aeronautical
Theory Engg.
53 | 15AE663 Elements of Jet Propulsion Aeronautical Engg. Aeronautical
Systems Engg.
54 | 15AE664 Maintenance, Overhaul & Repair | Aeronautical Engg. Aeronautical
of Air Craft Systems Engg.
55 | 15NT661 Nanotechnology in Electrical & Nanotechnology/EE/ | Nanotechnology
electronics Engineering EC
56 | 15NT662 Nanotechnology in Civil & Nanotechnology Nanotechnology
Environmental Engineering /CV/EV
57 | 15NT663 Nanotechnology in Mechanical & | Nanotechnology/ME | Nanotechnology
Aerospace Engineering /AE
58 | 15NT664 Nanotechnology in Bio-Medical Nanotechnology/BM | Nanotechnology
Engineering /BT
59 | 15AU661 Engineering Economics and Cost Automobile Automobile
Estimation Engineering Engineering
60 | 15AU662 Hybrid and Electric Vehicle Automobile Automobile
Engineering Engineering
61 | 15AU663 Non- destructive Testing Automobile Automobile
Engineering Engineering
62 | 15MN661 Tunneling Engineering Mining Engineering Mining
Engineering
63 | 15MN662 Underground Space Technology Mining Engineering Mining
Engineering




Analog and Digital Electronics
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2015 -2016)

SEMESTER - Il
Subject Code 15CS32 IA Marks 20
Number of Lecture Hours/Week 04 Exam Marks 80
Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04

Course objectives This course will enable student:

* Recall and Recognize construction and characsisti JFETs and MOSFETs and differentiate v

BJT
* Demonstrate and Analyze Operational Amplifier cit€and their applications

e Describe, lllustrate and Analyze Combinational loogircuits, Simplification of Algebraic Equations

using Karnaugh Maps and Quine McClusky Techniques.

e Describe and Design Decoders, Encoders, Digitaltipbekers, Adders and Subtractors, Bin:

comparators, Latches and Master-Slave Flip-Flops.

e Describe, Design and Analyze Synchronous and Asgmclus Sequential
- Explain and design registers and Counters, A/Dd¥dconverters.

vith

ary

Module -1

Teaching
Hours

Field Effect Transistors: Junction Field Effect Transistors, MOSFETs, Diffieces
between JFETs and MOSFETSs, Biasing MOSFETs, FETli¢ggimns, CMOS Devices
Wave-Shaping Circuits: Integrated Circuit(IC) Muikrators. Introduction to

Operational Amplifier : Ideal v/s practical Opamp, Performance Parame@srational

Amplifier Application Circuits :Peak Detector Circuit, Comparator, Active Filtel&n-
Linear Amplifier, Relaxation Oscillator, Current-Mpltage Converter, Voltage-Tg
Current Converter.

Text book 1:- Ch 5:5.2,5.3,5.5,5.8,5.9,5.1.€31 13.10.Ch 16: 16.3, 16.4. Ch 17:
7.12,17.14,17.15,17.18, 17.19, 17.20, 17.21.

" 10 Hours

Module -2

The Basic Gate: Review of Basic Logic gates, Positive and Negatiwgic, Introduction

to HDL. Combinational Logic Circuits: Sum-of-Products Method, Truth Table |t

Karnaugh Map, Pairs Quads, and Octets, Karnaugplirations, Don’'t-care Conditions
Product-of-sums Method, Product-of-sums simplifmad, Simplification by Quine
McClusky Method, Hazards and Hazard covers, HDLIém@ntation Models.

Text book 2:- Ch 2: 2.4, 2.5. Ch3: 3.2 to 3.11.

010 Hours

Module — 3
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Data-Processing Circuits: Multiplexers, Demultiplexers, 1-of-16 Decoder, BCid
Decimal Decoders, Seven Segment Decoders, Enco@sdusive-OR Gates, Parit
Generators and Checkers, Magnitude Comparator, rérogable Array Logic
Programmable Logic Arrays, HDL Implementation oft®&rocessing Circuits. Arithmet
Building Blocks, Arithmetic Logic UnitFlip- Flops: RS Flip-Flops, Gated Flip-Flop
Edge-triggered RS FLIP-FLOP, Edge-triggered D FEIEOPs, Edge-triggered JK FLIR
FLOPs.

Text book 2:- Ch 4:-4.1t0 4.9, 4.11, 4.12, 4.14®:-6.7, 6.10.Ch 8:- 8.1 to 8.5.

y 10 Hours

2}

Module-4

Flip- Flops: FLIP-FLOP Timing, JK Master-slave FLIP-FLOP, Swit€ontact Bounce

Circuits, Various Representation of FLIP-FLOPs, HDhplementation of FLIP-FLOR
Registers: Types of Registers, Serial In - Serial Out, Selmal Parallel out, Parallel In
Serial Out, Parallel In - Parallel Out, Universahifs Register, Applications of Shif
Registers, Register implementation in HOZounters: Asynchronous Counters, Decodi
Gates, Synchronous Counters, Changing the CouraduMs.

(Text book 2:- Ch 8: 8.6, 8.8, 8.9, 8.10, 8.13. Ch®1 t0 9.8. Ch 10: 10.1 to 10.4

N

_ 10 Hours

t
ng

Module-5

Counters: Decade Counters, Presettable Counters, Countegibasia Synthesis proble
A Digital Clock, Counter Design using HDID/A Conversion and A/D Conversion:
Variable, Resistor Networks, Binary Ladders, D/A n@erters, D/A Accuracy an

Resolution, A/D Converter-Simultaneous ConversidD Converter-Counter Method

Continuous A/D Conversion, A/D Techniques, Duabgldd/D Conversion, A/D Accurac
and Resolution.
Text book 2:- Ch 10: 10.5t0 10.9. Ch 12: 12.1 1?.10.

m,

d 10 Hours

<

Course outcomes:

After Studying this course, students will be alo

* Acquire knowledge of
0 JFETs and MOSFETSs , Operational Amplifier circaital their applications.

0 Combinational Logic, Simplification Techniques ugirKarnaugh Maps, Quine McClusk

technique.
0 Operation of Decoders, Encoders, Multiplexers, Adadad Subtractors.

0 Working of Latches, Flip-Flops, Designing Regist&sunters, A/D and D/A Converters.

* Analyze the performance of
0 JFETs and MOSFETs , Operational Amplifier circuits
0 Simplification Techniques using Karnaugh Maps, @uiftcClusky Technique.
0 Synchronous and Asynchronous Sequential Circuits.

Apply the knowledge gained in the design of CowgtBegisters and A/D & D/A converters

Graduate Attributes (as per NBA)

1. Engineering Knowledge

2. Design/Development of Solutions(partly)
3. Modern Tool Usage

4. Problem Analysis

2|Page
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Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttcs under a module.

The students will have to answer 5 full questiaesecting one full question from each module.

Text Books:

1. Anil K Maini, Varsha Agarwal: Electronic Devicasd Circuits, Wiley, 2012.
2. Donald P Leach, Albert Paul Malvino & Goutam &abigital Principles and Applications”8
Edition, Tata McGraw Hill, 2015

Reference Books

1. Stephen Brown, Zvonko Vranesic: Fundamentals ofitalid-ogic Design with VHDL, ¥ Edition, Tata
McGraw Hill, 2005.

2. R D Sudhaker Samuel: lllustrative Approach to Ldg&sign, Sanguine-Pearson, 2010.

3. M Morris Mano: Digital Logic and Computer Desigr)"Edition, Pearson, 2008.
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DATA STRUCTURES AND APPLICATIONS

[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2015 -2016)

SEMESTER - 11l
Subject Code 15CS33 IA Marks 20
Number of Lecture Hours/Week 04 Exam Marks 80
Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04

Course objectives This course will enable student:

* Explain fundamentals of data structures and thpplications essential for programming/probl

solving
¢ Analyze Linear Data Structures: Stack, QueuessList
* Analyze Non-Linear Data Structures: Trees, Graphs
* Analyze and Evaluate the sorting & searching atgors
* Assess appropriate data structure during prograralolement/Problem Solving

Module -1

Teaching
Hours

Introduction: Data Structures, Classifications (Primitive & Nornfitive), Data structure

Operations, Review of Arrays, Structures, Jdfierential Structures, and Unior
Pointers and Dynamic Memory Allocation FunctiorRepresentation of Linear Arrays
Memory, Dynamically allocated array&tray Operations: Traversing, inserting, deletin
searching, and sorting. Multidimensional Arrays,lyRomials and Sparse Matrice
Strings: Basic Terminology, Storing, Operations and Pattétatching algorithms
Programming Examples.

Text1:Ch1:1.2,Ch2:2.2-2.7

Text2:Ch1:1.1-1.4,Ch3:3.1-3.3,3.5,3.7, Ch4.1-4.9,4.14

Ref3: Ch1:1.4

1Y

ir].o Hours

J,
S.

Module -2

Stacks and Queues
Stacks: Definition, Stack Operations, Array Representatioh Stacks, Stacks usin
Dynamic Arrays, Stack Applications: Polish notafiomfix to postfix conversion
evaluation of postfix expressioRecursion- Factorial, GCD, Fibonacci Sequence, Toy
of Hanoi, Ackerman's functionQueues: Definition, Array Representation, Que
Operations, Circular Queues, Circular queues uBipwgamic arrays, Dequeues, Prior
Queues, A Mazing Problem. Multiple Stacks and QeeBeogramming Examples.
Text1: Ch 3:3.1-3.7

g10 Hours

ver
ue

ty

Text2: Ch 6:6.1-6.3, 6.5, 6.7-6.10, 6.12, 6.13

Module - 3

4|Page



Linked Lists: Definition, Representation of linked lists in MemipMemory allocation
Garbage Collection. Linked list operations: Trauggs Searching, Insertion, and Deletig
Doubly Linked lists, Circular linked lists, and Mies linked lists. Linked Stacks ar
Queues. Applications of Linked lists — PolynomialSparse matrix representatign.
Programming Examples

Text 1: Ch 4: 4.1 -4.8 except 4.6
Text 2: Ch 5:5.1 -5.10

Module-4

Trees: Terminology, Binary Trees, Properties of Binargees, Array and linked
Representation of Binary Trees, Binary Tree Traalers Inorder, postorder, preords
Additional Binary tree operations. Threaded binaegs, Binary Search Trees — Definitig
Insertion, Deletion, Traversal, Searching, Appimatof Trees-Evaluation of Expressign,
Programming Examples
Text1: Ch 5:5.1-5.5,5.7
Text2:Ch7:71-7.9

Module-5

Graphs: Definitions, Terminologies, Matrix and Adjacendyist Representation QOf
Graphs, Elementary Graph operations, Traversal adetiBreadth First Search and De 3% Hours
First SearchSorting and Searching Insertion Sort, Radix sort, Address CalculatiantS
Hashing: Hash Table organizations, Hashing Functions, Statid Dynamic Hashing.
Files and Their Organization: Data Hierarchy, File Attributes, Text Files and &
Files, Basic File Operations, File Organizationd ardexing

Text 1: Ch 6: 6.1 -6.2, Ch 7:7.2, Ch 8:8.1-8.3

Text2: Ch 8:8.1-8.7,Ch 9:9.1-9.3,9.7,9.9

Reference 2: Ch 16: 16.1 - 16.7

Course outcomes:

After studying this course, students will be alal;
* Acquire knowledge of
- Various types of data structures, operations agorighms.
- Sorting and searching operations.
- File structures.
* Analyse the performance of
- Stack, Queue, Lists, Trees, Graphs, Searching arith@ techniques.
* Implement all the applications of Data structurea high-level language.
* Design and apply appropriate data structures flerrpcomputing problems.

Graduate Attributes (as per NBA)

1. Engineering Knowledge
Design/Development of Solutions

Conduct Investigations of Complex Problems
Problem Analysis

rown
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Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttcs under a module.

The students will have to answer 5 full questiaesecting one full question from each module.

Text Books:

1. Fundamentals of Data Structures in C - Ellis Métpand Sartaj Sahni"®edition, Universities
Press,2014
2. Data Structures - Seymour Lipschutz, Schaum's @ast/iRevised®1 edition, McGraw Hill, 2014

Reference Books:

1. Data Structures: A Pseudo-code approach with Cbe@jl& Forouzan,” edition, Cengage Learning
2014.

2. Data Structures using C, , Reema Tharéj’ae(ﬂtion Oxford press, 2012.

3. An Introduction to Data Structures with ApplicatisnJean-Paul Tremblay & Paul G. Sorenséh, 2
Edition, McGraw Hill, 2013.

4. Data Structures using C - A M Tenenbaum, PHI, 1989

5. Data Structures and Program Design in C - Rd{mrse, 29 edition, PHI, 1996.
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COMPUTER ORGANIZATION

[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2015 -2016)

SEMESTER - 11l
Subject Code 15CS34 IA Marks 20
Number of Lecture Hours/Week 04 Exam Marks 80
Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04

Course objectives

This course will enable students to

* Understand the basics of computer organizationicgtre and operation of computers and tl

peripherals.
* Understand the concepts of programs as sequenoegchine instructions.

* Expose different ways of communicating with I/O &g and standard 1/O interfaces.
* Describe hierarchical memory systems including eanlemories and virtual memory.

* Describe arithmetic and logical operations witlkegdr and floating-point operands.

* Understand basic processing unit and organizatisingple processor, concept of pipelining g

other large computing systems.

neir

nd

Module -1

Teaching
Hours

Basic Structure of Computers Basic Operational Concepts, Bus Structures, Redoce
— Processor Clock, Basic Performance Equation, CRate, Performance Measureme
Machine Instructions and Programs: Memory Location and Addresses, Memc
Operations, Instructions and Instruction SequenciAddressing Modes, Assemb
Language, Basic Input and Output Operations, StanlsQueues, Subroutines, Additiof
Instructions, Encoding of Machine Instructions

Textbook 1: Ch 1:1.3,1.4,1.6.1, 1.6.2, 1.6.46X. Ch 2: 2.2 to 2.10, 2.12

nt.
)r§7OHours

ly
nal

Module -2

Input/Output Organization: Accessing I/O Devices, Interrupts — Interrupt Heacde,
Enabling and Disabling Interrupts, Handling MuléplDevices, Controlling Devic
Requests, Exceptions, Direct Memory Access, Bubdsyface Circuits, Standard 1/
Interfaces — PCI Bus, SCSI Bus, USB.

Textbook 1: Ch 4: 4.1, 4.2: 4.2.1t04.2.5, 4.4 to 4.

?)10 Hours

Module — 3

Memory System Basic Concepts, Semiconductor RAM Memories, Realy ®lemories,
Speed, Size, and Cost, Cache Memories — Mappingtibas, Replacement Algorithm
Performance Considerations, Virtual Memories, SdaonStorage.

Textbook 1: Ch 5:5.1t05.4,5.5.1,5.5.2, 5.6755.9

S10 Hours

Module-4
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Arithmetic: Numbers, Arithmetic Operations and Characters,itkaidand Subtraction of
Signed Numbers, Design of Fast Adders, Multiplmatiof Positive Numbers, Signe
Operand Multiplication, Fast Multiplication, IntegBivision, Floating-point Numbers ar
Operations.

Textbook 1: Ch 2: 2.1, Ch 6:6.1t0 6.7

0 Hours

Module-5

Basic Processing Unii Some Fundamental Concepts, Execution of a Complete
Instruction, Multiple Bus Organization, Hard-wir€bntrol, Micro programmed Contrgl
Embedded Systems and Large Computer System&xamples of Embedded System
Processor chips for embedded applications, Simpierddontroller. The structure of
General-Purpose Multiprocessors

Textbook 1: Ch 7: 7.1t0 7.5, Ch 9:9.1 t0 9.3, C112.3

10 Hours
S,

Course outcomes:

After studying this course, students will be alal;
* Acquire knowledge of

- The basic structure of computers & machine insipast and programs, Addressing Mod
Assembly Language, Stacks, Queues and Subroutines.
- Input/output Organization such as accessing I/Gié@sy Interrupts.

-  Memory system basic Concepts, Semiconductor RAM btes, Static memories

Asynchronous DRAMS, Read Only Memories, Cache Méssand Virtual Memories.
- Some Fundamental Concepts of Basic Processing Bxégution of a Complete Instructio
Multiple Bus Organization, Hardwired Control anddwti programmed Control.
- Pipelining, embedded and large computing systefmtature.
* Analyse and design arithmetic and logical units.
* Apply the knowledge gained in the design of Compute
* Design and evaluate performance of memory systems
* Understand the importance of life-long learning

Graduate Attributes (as per NBA)

1. Engineering Knowledge
2. Problem Analysis
3. Life-Long Learning

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttcs under a module.

The students will have to answer 5 full questiaetecting one full question from each module.

Text Books:

1. Carl Hamacher, Zvonko Vranesic, Safwat Zaky: @atar Organization, 5th Edition, Tata McGraw Hill,
2002.

Reference Books

1. William Stallings: Computer Organization & Architece, d" Edition, Pearson, 2015.

Py

>
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UNIX AND SHELL PROGRAMMING

[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2015 -2016)

SEMESTER -1l
Subject Code 15CS35 IA Marks 20
Number of Lecture Hours/Week 04 Exam Marks 80
Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04

Course objectives: This course will enable student:

Understand the UNIX Architecture, File systems asd of basic Commands.
Use of editors and Networking commands.
Understand Shell Programming and to write sheiptr

Understand and analyze UNIX System calls, Procesation, Control & Relationship.

Module -1 Teaching
Hours
Introduction, Brief history. Unix Components/Arakature. Features of Unix. The UNIX

Environment and UNIX Structure, Posix and SinglexX8pecification. The login promp
General features of Unix commands/ command strect@ommand arguments a
options. Understanding of some basic commands ssclecho, printf, Is, who, dat

passwd, cal, Combining commands. Meaning of Intaand external commands. The ty,
command: knowing the type of a command and locatinghe man command knowir

more about Unix commands and using Unix online mhpages. The man with keywo

option andwhatis. The more command and using it with othenmands. Knowing thg
user terminal, displaying its characteristics aetlirsg characteristics. Managing the nc

uniform behaviour of terminals and keyboards. Tdwt togin. Becoming the super user:

command. The /etc/passwd and /etc/shadow files.ntamds to add, modify and dele

users.

Topics from chapter 2 , 3 and 15 of text book 1,clpder 1 from text book 2

;'&OHours

e1

pe
g
rd

n

=

bn-
Su
te

Module -2

Unix files. Naming files. Basic file types/categesi Organization of files. Hidden filg

Standard directories. Parent child relationshipe Thome directory and the HOM
variable. Reaching required files- the PATH vamabhanipulating the PATH, Relativ

and absolute pathnames. Directory commands — payankdir, rmdir commands. The d

(.) and double dots (..) notations to represendgreand parent directories and their us
in relative path names. File related commandst-moa, rm, cp, wc and od commang

File attributes and permissions and knowing therhe Ts command with option;
Changing file permissions: the relative and absolpermissions changing metho
Recursively changing file permissions. Directoryrpissions.

Topics from chapters 4, 5 and 6 of text book 1

S.
E10Hours
e

ot
age

Is.

is.
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Module — 3

The vi editor. Basics. The .exrc file. Differenays of invoking and quitting vi. Differer
modes of vi. Input mode commands. Command mode @rdm The ex mode comman
lllustrative examples Navigation commands. Repeahrmoand. Pattern searching. T|
search and replace command. The set, map and abbmands. Simple examples usi
these commands.

The shells interpretive cycle. Wild cards and fiegme generation. Removing the spe

—

js1'0Hours
he

cial

meanings of wild cards. Three standard files aditeetion. Connecting commands: Pipe.
Splitting the output: tee. Command substitutionsiBand Extended regular expressigns.

The grep, egrep. Typical examples involving difféneegular expressions.
Topics from chapters 7, 8 and 13 of text book 1. Pacs from chapter 2 and 9 ,10 of
text book 2

Module-4

Shell programming. Ordinary and environment vagablThe .profile. Read and reado
commands. Command line arguments. exit and exiistd a command. Logical operatg
for conditional execution. The test command andslitsrtcut. The if, while, for and ca
control statements. The set and shift commandshandling positional parameters. T

nly

r

. iOHours
5e

he

here ( << ) document and trap command. Simple ghefiram examples. File inodes and
the inode structure. File links — hard and sofkdinFilters. Head and tail commands. Cut

and paste commands. The sort command and its ugtdgéeifferent options. The umask

and default file permissions. Two special filesvidell and /devi/tty.

Topics from chapter 11, 12, 14 of text book 1,chaet 17 from text book2

Module-5

Meaning of a process. Mechanism of process creaBarent and child process. The
command with its options. Executing a command gexified point of time: at comman
Executing a command periodically: cron command ttedcrontab file.. Signals. The ni
and nohup commands. Background processes. Theddg @aammand. The kill comman
The find command with illustrative example.

Structure of a perl script. Running a perl scrigdriables and operators. String handl

functions. Default variables - $_and $. — représgnthe current line and current line
number. The range operator. Chop() and chomp()tifume Lists and arrays. The @-

variable. The splice operator, push(), pop(), §pdind join(). File handles and handling f
— using open(), close() and die () functions.. Asstive arrays — keys and value functio
Overview of decision making loop control structurethe foreach. Regular expression
simple and multiple search patterns. The match sari$titute operators. Defining a
using subroutines.

Topics from chapter 9 and 19 of text book 1. Topicérom chapter 11 of reference
book 1

ps
d'10Hours
e

.

ng
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Course outcomes:

After studying this course, students will be alol

e Explain multi user OS UNIX and its basic features

¢ Interpret UNIX Commands, Shell basics, and shallrenments

* Design and develop shell programming, communicatgystem calls and terminology.
* Design and develop UNIX File I/O and UNIX Processes

e Perl script writing

Graduate Attributes (as per NBA)

1. Engineering Knowledge
2. Environment and Sustainability
3. Design/Development of Solutions

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering alltthgcs under a module.

The students will have to answer 5 full questiaetecting one full question from each module.

Text Books:

1. Sumitabha Das., Unix Concepts and Applicatiorf8 Edition., Tata McGraw Hill

2. Behrouz A. Forouzan, Richard F. Gilberg : UNIX aldell Programming- Cengage Learning —

Edition. 2009.

dia

Reference Books:

1. M.G. Venkatesh Murthy: UNIX & Shell Programmingearson Education.
2. Richard Blum , Christine Bresnahan : Linux Commairé and Shell Scripting Bible "Edition ,
Wiley,2014.
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DISCRETE MATHEMATICAL STRUCTURES

[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2015 -2016)

SEMESTER -1l
Subject Code 15CS36 IA Marks 20
Number of Lecture Hours/Week 04 Exam Marks 80
Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04

Course objectives This course will enable student:

* Prepare for a background in abstraction, notatang critical thinking for the mathematics m¢

directly related to computer science.

* Understand and apply logic, relations, functiorasib set theory, countability and counting argursg

proof techniques,

* Understand and apply mathematical induction, coatbitics, discrete probability, recursion, seque

and recurrence, elementary number theory
* Understand and apply graph theory and mathematioalf techniques.

DSt

nt

nce

Module -1

Teaching
Hours

Fundamentals of Logic: Basic Connectives and Truth Tables, Logic Eq@ineé — The
Laws of Logic, Logical Implication — Rules of Infsrce. The Use of Quantifier
Quantifiers, Definitions and the Proofs of Theorems

Textbook 1: Ch 2

10Hours

[2)

Module -2

Properties of the Integers: Mathematical Induction, The Well Ordering Prirleip-
Mathematical Induction, Recursive Definitionlsundamental Principles of Counting:
The Rules of Sum and Product, Permutations, Cortibia— The Binomial Theoren
Combinations with Repetition,

10 Hours

N

Textbook 1: Ch 4: 4.1, 4.2 Ch 1.

Module — 3

Relations and Function: Cartesian Products and Relations, Functions in Blad One-to
One, Onto Functions. The Pigeon-hole Principle, cian Composition and Invers
Functions. Properties of Relations Computer Recognition — Zero-One Matrices

Directed Graphs, Partial Orders — Hasse Diagr&msivalence Relations and Partitions.

Textbook 1: Ch 5:5.1t0 5.3, 5.5, 5.6, Ch 7:7.1 b4

10 Hours
e
and

Module-4
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The Principle of Inclusion and Exclusior: The Principle of Inclusion and Exclusionl0 Hours
Generalizations of the Principle, Derangements thidg is in its Right Place, Rogk
Polynomials Recurrence Relations:First Order Linear Recurrence Relation, The Segond
Order Linear Homogeneous Recurrence Relation waths@nt Coefficients.

Textbook 1: Ch 8: 8.1 to 8.4, Ch 10:10.1 to 10.2

Module-5

Introduction to Graph Theory: Definitions and Examples, Sub graphs, Complements 10

and Graph Isomorphism, Vertex Degree, Euler Traild Circuits ,Trees Definitions,| Hours
Properties, and Examples, Routed Trees, Trees arithds Weighted Trees and Prefix
Codes

Textbook 1: Ch 11:11.1t0 11.3, Ch 12: 12.1 to #2.

Course outcomes:

After studying this course, students will be alal;

1. Verify the correctness of an argument using prdjmsl and predicate logic and truth tables.

2. Demonstrate the ability to solve problems usingntiog techniques and combinatorics in the conte
of discrete probability.

3. Solve problems involving recurrence relations aadegating functions.

4. Construct proofs using direct proof, proof by captrsition, proof by contradiction, proof by casax]
mathematical induction.

5. Explain and differentiate graphs and trees

Graduate Attributes (as per NBA)

1. Engineering Knowledge
2. Problem Analysis
3. Conduct Investigations of Complex Problems

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttcs under a module.

The students will have to answer 5 full questiaetecting one full question from each module.

Text Books

1. Ralph P. Grimaldi: Discrete and Combinatorial Matlagics, , 8 Edition, Pearson Education. 2004.

Reference Books:

1. Basavaraj S Anami and Venakanna S Madalli; Disckéathematics — A Concept based approa
Universities Press, 2016

2. Kenneth H. Rosen: Discrete Mathematics and its isppbns, &' Edition, McGraw Hill, 2007.

3. Jayant Ganguly: A Treatise on Discrete Mathemafitaictures, Sanguine-Pearson, 2010.

4. D.S. Malik and M.K. Sen: Discrete Mathematical Stues: Theory and Applications, Thoms
2004.

5. Thomas Koshy: Discrete Mathematics with ApplicasioBlsevier, 2005, Reprint 2008.

ach,

bn,

13|Page



ANALOG AND DIGITAL ELECTRONICS LABORATORY
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2015 -2016)

SEMESTER - lll
Laboratory Code 15CSL37 IA Marks 20
Number of Lecture Hours/Week 01l + 02P Exam Marks e
Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 02

Course objectives This laboratory course enable students to getiped experience in desig
assembly and evaluation/testing of

* Analog components and circuits including Operatidmaplifier, Timer, etc.

e Combinational logic circuits.

* Flip - Flops and their operations

e Counters and Registers using Flip-flops.

e Synchronous and Asynchronous Sequential Circuits.

* A/D and D/A Converters

Descriptions (if any’

Any simulation package like MultiSim / P-spice /Equivalent software may be used.
Faculty-in-charge should demonstrate and explamrehuired hardware components and their
functional Block diagrams, timing diagrams etc.d&tots have to prepare a write-up on the sar
and include it in the Lab record and to be evalliate

Laboratory Session-1:Write-upon analog components; functional block caag Pin diagram (i
any), waveforms and description. The same infonaits also taught in theory class; this he
the students to understand better.

Laboratory Session-2: Write-upon Logic design components, pin diagram gify), Timing
diagrams, etc. The same information is also taughtheory class; this helps the students
understand better.

Note: These TWO Laboratory sessionsare used to fill the gap between theory classeb
practical sessions. Both sessions are to be eealdat 20 marks as lab experiments.

Ips

to

an
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Laboratory Experiments:

1. a) Design and construct a Schmitt trigger usingAomp for given UTP and LTP
values and demonstrate its working.

b) Design and implement a Schmitt trigger usingADpp using a simulation
package for two sets of UTP and LTP values and dsimate its working.

2. a) Design and construct a rectangular waveform rgéore (Op-Amp relaxation
oscillator) for given frequency and demonstratevibsking.
b) Design and implement a rectangular waveformegeor (Op-Amp relaxatio
oscillator) using a simulation package and dematestrthe change i
frequency when all resistor values are doubled.

ju g

3. Design and implement an Astable multivibrator dirausing 555 timer for a
given frequency and duty cycle.

NOTE: hardware and software results need to be acedp

Continued:
4. Design and implement Half adder, Full Adder, Halfb8actor, Full Subtractq
using basic gates.

=

5.a) Given a 4-variable logic expression, simplifyjuging Entered Variable Map
and realize the simplified logic expression usitiyr@ultiplexer IC.
b) Design and develop the Verilog /VHDL code far&1 multiplexer. Simulat
and verify its working.

1%}

6. a) Design and implement code converter [)Binar§ray (llI) Gray
to Binary Code using basic gates.

7. Design and verify the Truth Table of 3-bitiBaGenerator and 4-bit Parity
Checker using basic Logic Gates with an eveityplait.

8. a) Realize a J-K Master / Slave Flipprusing NAND gates and verify its truth
table.
b) Design and develop the Verilog / VHDL code BrFlip-Flop with positive-
edge triggering. Simulate and verify its working.

9. a) Design and implement a mod-n (rsy8)chronous up counter using J-K Flig
Flop ICs and demonstrate its working.

b) Design and develop the Verilog / VHDL code mood-8 up counter. Simulate
and verify its working.

10. Design and implement an asynchronouster using decade counter IC to
count up from 0 to n (n<=9) and demonstrate-@egment display (using IC-
7447).

11. Generate a Ramp output waveform usiAG@B800 (Inputs are given to DAC
through 1C74393 dual 4-bit binary counter).
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Study experiment

12. To study 4-bitALU using IC-74181.

Course outcomes
On the completion of this laboratory course, thilshts will be able to:

* Use various Electronic Devices like Cathode rayil@dscope, Signal generators, Digita
Trainer Kit, Multimeters and components like Rasist Capacitors, Op amp and
Integrated Circuit.

* Design and demonstrate various combinational logauits.

¢ Design and demonstrate various types of countatsRegisters using Flip-flops
* Use simulation package to design circuits.

* Understand the working and implementation of ALU.

Graduate Attributes (as per NBA)

1. Engineering Knowledge

2. Problem Analysis

3. Design/Development of Solutions
4. Modern Tool Usage

Conduction of Practical Examination:

1. All laboratory experiments (1 to 11 nos) are tariduded for practical examination.
2 . Students are allowed to pick one experiment froendh
3. Strictly follow the instructions as printed on th@&ver page of answer script.
4 . Marks distribution:
a) For questions having part a only- Procedure + @Qotion + Viva20 + 50 +10
=80 Marks
b) For questions having part a and b
Part a- Procedure + Conduction + Vi@ 35 +05= 50 Marks
Part b- Procedure + Conduction + Viv@a:t 15 +05= 30 Marks
5. Change of experiment is allowed only once and markalotted to the procedure
part to be made zero.
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DATA STRUCTURES LABORATORY

[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2015 -2016)

SEMESTER - 1lI
Laboratory Code 15CSL38 IA Marks 20
Number of Lecture Hours/Week 01l + 02P Exam Marks 8
Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 02

Course objectives
This laboratory course enable students to getiped@xperience in design, develop, implement
analyze and evaluation/testing of

- Asymptotic performance of algorithms.

- Linear data structures and their applications sicBtacks, Queues and Lists
« Non-Linear Data Structures and their Applicationshsas Trees and Graphs

- Sorting and Searching Algorithms

Descriptions (if any)

Implement all the experiments in C Language under inux / Windows environment.

Laboratory Experiments:

1. Design, Develop and Implement a menu driven Prograi@ for the following
Array operations
a. Creating an Array oN Integer Elements
b. Display of Array Elements with Suitable Headings
c. Inserting an ElemenELEM ) at a given valid PositioPQS)
d. Deleting an Element at a given valid Positog)
e. Exit.
Support the program with functions for eatlthe above operations.

2. Design, Develop and Implement a Program in C ferftfllowing operationson
Strings
a. Read a main StringSTR), a Pattern StringRAT) and a Replace String
(REP)
b. Perform Pattern Matching Operation: Find and Replt occurrences af
PAT in STR with REP if PAT exists inSTR. Report suitable messages
casePAT does not exist iIBTR
Support the program with functions for eatthe above operations. Don't use
Built-in functions.

n

3. Design, Develop and Implement a menu driven Prograi@ for the following
operations or5TACK of Integers (Array Implementation of Stack withxmaum
sizeMAX)

a. Push an Element on to Stack

b. Pop an Element from Stack

c. Demonstrate how Stack can be used to clratikhdrome
d. Demonstrat®©verflow andUnderflow situations on Stack
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e. Display the status of Stack
f. Exit
Support the program with appropriate functionsdach of the above operations

4. Design, Develop and Implement a Program in C fonvedting an Infix
Expression to Postfix Expression. Program shoufipstt for both parenthesized
and free parenthesized expressions with the operatp-, *, /, %(Remainder),
(Power) andalphanumeric operands

5. Design, Develop and Implement a Program in C ferftlowing Stack
Applications
a. Evaluation ofSuffix expressionwith single digit operands and operators:
+| © *l /1 %) A
b. SolvingTower of Hanoi problem withn disks

6. Design, Develop antimplement a menu driven Program in C for the folloyy
operations orCircular QUEUE of Characters (Array Implementation of Queue
with maximum sizeVIAX )

a. Insert an Element on to Circular QUEUE
b. Delete an Element from Circular QUEUE
c. Demonstrat®©verflow andUnderflow situations on Circular QUEUE
d. Display the status of Circular QUEUE
e. Exit
Support the program with appropriate functionsdach of the above operations

Continued:

7. Design, evelop and Implement a menu driven Program in CtHer following
operations orSSingly Linked List (SLL) of Student Data with the field&JSN,
Name, Branch, Sem, PhNo

Create &5LL of N Students Data by usirfgont insertion.

Display the status dLL and count the number of nodes in it
Perform Insertion / Deletion at End SEL

Perform Insertion / Deletion at Front 8EL(Demonstration of stack)
Exit

P20 T

8. Design, Develop and Implement a menu driven Prograi@ for the following
operations omoubly Linked List (DLL) of Employee Data with the fieldSSN,
Name, Dept, Designation, Sal, PhNo

Create &DLL of N Employees Data by usiregpd insertion.

Dlsplay the status ddLL and count the number of nodes in it

Perform Insertion and Deletion at EndfL

Perform Insertion and Deletion at FrontiifL

Demonstrate how thiSLL can be used d3ouble Ended Queue

Exit

TOR0 T
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9. Design, Develop and Implement a Program in C ferfélowing operationson
Singly Circular Linked List (SCLL) with header nodes
a. Rengesent and Evaluate a Polynorfiat,y,z) = 6Xy°z-4yZ+3x°yz+2xy’z-
2Xxy.
b. Find the sum of two polynomiaROLY1(x,y,z) andPOLY2(x,y,z) and
store the result iIROLYSUM(X,y,z)
Support the program with appropriate functionsdach of the above operations
10.Design, Develop and Implement a menu driven Prograi@ for the following
operations oBinary Search Tree (BST)of Integers
a. Create a BST i Integers: 6, 9, 5, 2, 8, 15,24, 14,7,8, 5, 2
b. Traverse the BST in Inorder, Preorder and PodéiO
c. Search the BST for a given elemdEY ) and report the appropriate messag
e. Exit

11.Design, Develop and Implement a Program in C ferftllowing operations o
Graph(G) of Cities
a. Create a Graph i cities using Adjacency Matrix.
b. Print all the nodeseachablefrom a given starting node in a digraph us
DFS/BFS method

12.Given a File ofN employee records with a detof Keys(4-digit) which uniquely
determine the records in file. Assume that fild= is maintained in memory by
Hash Table(HT) ofn memory locations witlh. as the set of memory addresses
digit) of locations in HT. Let the keys K and addresses Inare Integers. Desig
and develop a Program in C that uses Hash funétiod -L as HK)=K mod
m (remainder method), and implement hashing technique to mgiwen keyK
to the address spate Resolve the collision (if any) usiigear probing.

Course outcomes:
On the completion of this laboratory course, thlehts will be able to:
* Analyze and Compare various linear and non-linesa dtructures

e

=)

ng

a

3/‘\
e

* Code, debug and demonstrate the working naturéfefeht types of data structures and

their applications
* Implement, analyze and evaluate the searching@midg algorithms
* Choose the appropriate data structure for solaagyworld problems

Graduate Attributes (as per NBA)
1. Engineering Knowledge
2. Problem Analysis
3. Design/Development of Solutions
4. Modern Tool Usage

Conduction of Practical Examination:

1. Alllaboratory experimentsSTWELVE nos) are to be included for practical examination.

2. Students are allowed to pick one experiment froendh

3. Strictly follow the instructions as printed on tb@&ver page of answer script
4. Marks distribution: Procedure + Conduction + VR@=+ 50 +10 (80)
5

. Change of experiment is allowed only once and marlalotted to the procedure part
to be made zero.
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ENGINEERING MATHEMATICS-IV
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - IV

Subject Code 15MAT41 IA Marks 2

0

Number of Lecture Hours/Week 04 Exam Marks

80

Total Number of Lecture Hours 50 Exam Hours

03

CREDITS - 04

Course objectivesThis course will enable students to

Formulate, solve and analyze engineering problems.

Apply numerical methods to solve ordinary diffeiahéquations.
Apply finite difference method to solve partialfdifential equations.
Perform complex analysis.

Interpret use of sampling theory.

Apply joint probability distribution and stochaspeocess.

Module 1

Teaching
Hours

Numerical Methods: Numerical solution of ordinary differential equatgoof first order
and first degree, Picard’s method, Taylor's senesthod, modified Euler's metho
Runge-Kutta method of fourth order. Milne’'s and AdaBashforth predictor an
corrector methods (No derivations of formulae). Muical solution of simultaneous fir
order ordinary differential equations, Picard’s hwet, Runge-Kutta method of four
order

10 Hours

Module 2

Numerical Methods: Numerical solution of second order ordinary difetial equations
Picard’'s method, Runge-Kutta method and Milne’shodtSpecial Functions:Bessel's
functions- basic properties, recurrence relatianjogonality and generating functiorn
Legendre’s functions - Legendre’s polynomial, Rguk’s formula, problems.

, 10 Hours

S.

Module 3

Complex Variables: Function of a complex variable, limits, continyitifferentiability,.
Analytic functions-Cauchy-Riemann equations in €sign and polar forms. Properti
and construction of analytic functions. Complexelimtegrals-Cauchy’s theorem a
Cauchy’s integral formula, Residue, poles, CauctBésidue theorem with proof ar
problems. Transformations: Conformal  transformations, discussion
transformationsy = z%,w = e?,w = z + (a?/z) and bilinear transformations.

10 Hours
es
nd
nd
of

Module 4

Probability Distributions: Random variables (discrete and continuous), piibtyal
functions. Poisson distributiongeometric distribution, uniform distribution, expntial
and normal distributions, Problem3oint probability distribution: Joint Probability|
distribution for two variables, expectation, coeade, correlation coefficient.

D 10 Hours

Module 5

Sampling Theory: Sampling, Sampling distributions, standard ertest of hypothesi
for means and proportions, confidence limits forange student’s t-distribution, Ch
square distribution as a test of goodness ofStibchastic processStochastic process
probability vector, stochastic matrices, fixed gsjrregular stochastic matrices, Mark

510 Hours
i

Py

oV

chains, higher transition probability.




Course OutcomesAfter studying this course, students will be alole t

» Use appropriate numerical methods to solve firdtsacond order ordinary differential
equations.

» Use Bessel's and Legendre's function which ofteseswhen a problem possesses axial and
spherical symmetry, such as in quantum mecharmstyemagnetic theory, hydrodynamicsg
and heat conduction.

» State and prove Cauchy’s theorem and its conseqaencluding Cauchy's integral formulg.

» Compute residues and apply the residue theoreweloae integrals.

* Analyze, interpret, and evaluate scientific hypsteeand theories using rigorous statistical
methods.

Graduate Attributes

* Engineering Knowledge

* Problem Analysis

» Life-Long Learning

» Conduct Investigations of Complex Problems

Question paper pattern:
The question paper will have ten questions.
There will be 2 questions from each module.
Each question will have questions covering allttpcs under a module.
The students will have to answer 5 full questiaedecting one full question from each module|
Text Books:

1. B.V.Ramana "Higher Engineering Mathematics" Tata@vkow-Hill, 2006.

2. B. S. Grewal,” Higher Engineering Mathematics”, iKha publishers, A4%edition, 2013.
Reference Books:

1. N P Bali and Manish Goyal, "A text book of Eng@ming mathematics” , Laxmi
publications, latest edition.

2. Kreyszig, "Advanced Engineering Mathematics "9th edition, Wiley, 2013.

3. H. K Dass and Er. RajnishVerma, "Higher Engineeriigthematics”, S. Chand} kd,
2011.




SOFTWARE ENGINEERING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - IV

Subject Code 15CS42 IA Marks 20

Number of Lecture Hours/Week 04 Exam Marks 80

Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04

Course objectives:This course will enable students to

Outline software engineering principles and adgeiinvolved in building large software
programs.

Identify ethical and professional issues and erphdiy they are of concern to software
engineers.

Describe the process of requirements gatheringjneagents classification, requirements
specification and requirements validation.

Differentiate system models, use UML diagrams gulyadesign patterns.

Discuss the distinctions between validation teséind defect testing.

Recognize the importance of software maintenandelascribe the intricacies involved in
software evolution.

Apply estimation techniques, schedule project &&b/and compute pricing.

Identify software quality parameters and quantdftware using measurements and metrics.
List software quality standards and outline thecficas involved.

Recognize the need for agile software developnusEsgribe agile methods, apply agile
practices and plan for agility.

Module 1 Teaching

Hours

Introduction : Software Crisis, Need for Software Engineeringof€ssional Softwaré 12 Hours
Development, Software Engineering Ethics. Casei&tud

Software ProcessesModels: Waterfall Model(Sec 2.1.1) Incremental ModelSec
2.1.2)and Spiral Mode{Sec 2.1.3)Process activities.

Requirements Engineering Requirements Engineering Process@Shap 4).
Requirements Elicitation and Analysi€Sec 4.5). Functional and non-functiona
requirementgSec 4.1) The software Requirements DocuméBec 4.2) Requirements
Specification(Sec 4.3) Requirements validatiofSec 4.6) Requirements Management
(Sec 4.7)

Module 2

System Model: Context modelgSec 5.). Interaction modelg¢Sec 5.). Structurall 11 Hours
models(Sec 5.3) Behavioral modeléSec 5.4) Model-driven engineerin@ec 5.5)
Design and Implementation Introduction to RURSec 2.4) Design PrinciplegChap
17). Object-oriented design using the UMISec 7.1) Design patterngSec 7.2)
Implementation issugSec 7.3) Open source developmdi@ec 7.4)

Module 3

Software Testin¢ Development testingSec 8.1, Test-driven developmer{Bec 8.2, | 9 Hours
Release testingSec 8.3) User testingSec 8.4) Test Automatiorn(Page no42, 70,212,
231,444,695).

Software Evolution: Evolution processegSec 9.1) Program evolution dynamid$Sec




9.2). Software maintenang¢&ec 9.). Legacy system managemé€8ec 9.). \

Module 4

Project Planning: Software pricing(Sec 23.). Plan-driven developmer({Sec 23.). | 10 Hours
Project schedulingSec 23.3) Estimation techniqueSec 23.5) Quality management
Software qualitySec 24.1) Reviews and inspectiorfSec 24.3) Software measurement
and metric§Sec 24.4)Software standard$ec 24.2)

Module 5
Agile Software Development Coping with ChanggSec 2.), The Agile Manifesto] 8 Hours
Values and Principles. Agile methods: SCRUM (REfi¢ SCRUM Primer, Ver 2.0
and Extreme Programmir{@ec 3.3) Plan-driven and agile developmé8ec 3.2) Agile
project managemeiiSec 3.4), Scaling agile method$ec 3.5)

Course OutcomesAfter studying this course, students will be alole t

» Design a software system, component, or procesetd desired needs within realistic
constraints.
» Assess professional and ethical responsibility
* Function on multi-disciplinary teams
» Use the techniques, skills, and modern engine¢oiolg necessary for engineering practice
* Analyze, design, implement, verify, validate, implknt, apply, and maintain software
systems or parts of software systems
Graduate Attributes
* Project Management and Finance
» Conduct Investigations of Complex Problems
* Modern Tool Usage
* Ethics
Question paper pattern:
The question paper will have ten questions.
There will be 2 questions from each module.
Each question will have questions covering allttpcs under a module.
The students will have to answer 5 full questiaedecting one full question from each module|
Text Books:
1. lan Sommerville: Software Engineering, 9th EditiBearson Education, 2012.
(Listed topics only from Chapters 1,2,3,4, 5, W83, and 24)
2. The SCRUM Primer, Ver 2.0ittp://www.goodagile.com/scrumprimer/scrumprimep2id.
Reference Books:
1. Roger S. Pressman: Software Engineering-A Pracéit®approach, 7th Edition, Tata
McGraw Hill.
2. Pankaj Jalote: An Integrated Approach to Softwargikeering, Wiley India
Web Reference for eBooks on Agile:
1. http://agilemanifesto.org/

2. http://www.jamesshore.com/Agile-Book/




DESIGN AND ANALYSIS OF ALGORITHMS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - IV

Subject Code 15CS43 IA Marks 2

0

Number of Lecture Hours/Week 04 Exam Marks

80

Total Number of Lecture Hours 50 Exam Hours

03

CREDITS - 04

Course objectivesThis course will enable students to

Explain various computational problem solving tagles.
Apply appropriate method to solve a given problem.
Describe various methods of algorithm analysis.

Module 1

Teaching
Hours

Introduction: What is an Algorithm?(T2:1.1), Algorithm Specification(T2:1.2),
Analysis Framework(T1:2.1), Performance Analysis Space complexity, Time
complexity(T2:1.3). Asymptotic Notations: Big-Oh notation Q©), Omega notationc),
Theta notation @), and Little-oh notationd), Mathematical analysis of Non-Recursiv
and recursive Algorithms with ExampléEL:2.2, 2.3, 2.4)Important Problem Types:
Sorting, Searching, String processing, Graph Proble Combinatorial Problems

Fundamental Data Structures: Stacks, Queues, Graphs, Trees, Sets and Dictignar

(T1:1.3,1.4)

10 Hours

e

e

Module 2

Divide and Conquer: General method, Binary search, Recurrence equétiodivide
and conquer, Finding the maximum and minim{:3.1, 3.3, 3.4) Merge sort, Quick
sort (T1:4.1, 4.2) Strassen’s matrix multiplication(T2:3.8), Advantages and
Disadvantages of divide and conqueecrease and Conquer ApproachTopological
Sort.(T1:5.3)

10 Hours

Module 3

Greedy Method: General method, Coin Change Problem, Knapsack &rgblob
sequencing with deadling32:4.1, 4.3, 4.5).Minimum cost spanning trees: Prim’'s
Algorithm, Kruskal's Algorithm(T1:9.1, 9.2) Single source shortest pathsbijkstra's
Algorithm (T1:9.3). Optimal Tree problem: Huffman Trees and Coded1:9.4).
Transform and Conquer Approach: Heaps and Heap Sdit1:6.4).

10 Hours

Module 4

Dynamic Programming: General method with Examples, Multistage GrafpFz5.1,
5.2). Transitive Closure: Warshall's Algorithm,All Pairs Shortest Paths: Floyd's
Algorithm, Optimal Binary Search Trees, Knapsaclobtem ((T1:8.2, 8.3, 8.4)
Bellman-Ford Algorithm(T2:5.4), Travelling Sales Person probléi2:5.9), Reliability
design(T2:5.8).

10 Hours

Module 5

Backtracking: General methodT2:7.1), N-Queens probler(ir1:12.1), Sum of subsets
problem(T1:12.1), Graph coloringT2:7.4), Hamiltonian cycle¢T2:7.5). Branch and
Bound: Assignment Problem, Travelling Sales Person probl@rt:12.2), 0/1
Knapsack problem (T2:8.2, T1:12.2):LC Branch and Bound solutidit2:8.2), FIFO

Branch and Bound solutiofir2:8.2). NP-Complete and NP-Hard problems:Basic

10 Hours




concepts, non-deterministic algorithms, P, NP, Na@lete, and NP-Hard classgs
(T2:11.1).

Course OutcomesAfter studying this course, students will be alole t

» Describe computational solution to well known pesh like searching, sorting etc.
» Estimate the computational complexity of differalgorithms.
» Devise an algorithm using appropriate design sirasefor problem solving.

Graduate Attributes

* Engineering Knowledge

* Problem Analysis

» Design/Development of Solutions

» Conduct Investigations of Complex Problems
» Life-Long Learning

Question paper pattern:

The question paper will have ten questions.
There will be 2 questions from each module.
Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questi@edecting one full question from each module|.

Text Books:

T1. Introduction to the Design and Analysis of Algonits, Anany Levitin:, 2rd Edition, 2009
Pearson.

T2. Computer Algorithms/C++, Ellis Horowitz, Satraj $aland Rajasekaran, 2nd Edition, 20
Universities Press

).

14,

Reference Books:

1. Introduction to Algorithms, Thomas H. Cormen, CharE. Leiserson, Ronal L. Rivest,
Clifford Stein, 3rd Edition, PHI

2. Design and Analysis of Algorithms , S. Sridhar, Quxf (Higher Education)




MICROPROCESSORS AND MICROCONTROLLERS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - IV

Subject Code 15CS44 IA Marks 20

Number of Lecture Hours/Week 04 Exam Marks 80

Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04

Course objectivesThis course will enable students to

Expose architecture of 8086 microprocessor and AfRbddessor
Familiarize instruction set of ARM processor

Make familiar with importance and applications dEraprocessors and microcontrollers

Module 1

Teaching
Hours

The x86 microprocessor: Brief history of the x86 family, Inside the 8088/§
Introduction to assembly programming, IntroductionProgram Segments, The Sta
Flag register, x86 Addressing Modésssembly language programmingDirectives &
a Sample Program, Assemble, Link & Run a prograrmardvSample programs, Contf
Transfer Instructions, Data Types and Data Deéniti Full Segment Definition
Flowcharts and Pseudo code.

Text book 1: Ch 1: 1.1 t0 1.7, Ch 2: 2.1to 2.7

610 Hours
ck,

ol

Module 2

x86: Instructions sets descriptiorithmetic and logic instructions and programs:

Unsigned Addition and Subtraction, Unsigned Muitiation and Division, Logig
Instructions, BCD and ASCII conversion, Rotate fastions.INT 21H and INT 10H

Programming : Bios INT 10H Programming , DOS Interrupt 2118088/86 Interrupts
x86 PC and Interrupt Assignment.

Text book 1: Ch 3: 3.1t03.5,Ch 4: 4.1, 4.2 Chtgy 14: 14.1 and 14.2

10 Hours

Module 3

Signed Numbers and Strings Signed number Arithmetic Operations, String opersi
Memory and Memory interfacing: Memory address decodindata integrity in RAM
and ROM, 16-bit memory interfacing255 I/O programming: /O addresses MAP g
x86 PC’s, programming and interfacing the 8255.

Text book 1: Ch 6: 6.1, 6.2. Ch 10: 10.2, 10.4, 50Ch 11: 11.1to 11.4

10 Hours

Module 4

Microprocessors versus MicrocontrolleisRM Embedded Systems The RISC desigr
philosophy, The ARM Design Philosophigmbedded System HardwarEmbedded
System SoftwareARM Processor Fundamentals :Registers Current Program Staty
Register , Pipeline, Exceptions, Interrupts, ard\bctor Table Core Extensions

1 10 Hours

Text book 2:Ch 1:1.1t01.4,Ch 2:2.1t0 2.5

Module 5

Introduction to the ARM Instruction Set : Data Processing InstructionsBranch
Instructions, Software Interrupt InstructionBrogram Status Register Instructio
Coprocessor Instructionspading Constants, Simple programming exercises.

Text book 2: Ch 3:3.1 to 3.6 ( Excluding 3.5.2)

10 Hours
ns,

Course OutcomesAfter studying this course, students will be alole t




» Differentiate between microprocessors and micraotlets
» Design and develop assembly language code to poNxdems
» Gain the knowledge for interfacing various deviteg86 family and ARM processor
» Demonstrate design of interrupt routines for irgeifig devices
Graduate Attributes
* Engineering Knowledge
* Problem Analysis
» Design/Development of Solutions
Question paper pattern:
The question paper will have ten questions.
There will be 2 questions from each module.
Each question will have questions covering allttpcs under a module.

Text Books:
1. Muhammad Ali Mazidi, Janice Gillispie Mazidi, Danrausey, The x86 PC Assemf
Language Design and Interfacing! Bdition, Pearson, 2013.
2. ARM system developers guide Andrew N Sloss, Dominic Symes and Chris Wrig
Elsevier,Morgan Kaufman publishers, 2008
Reference Books:
1. Douglas V. Hall: Microprocessors and InterfacingyviRed 2? Edition, TMH, 2006.
2. K. Udaya Kumar & B.S. Umashankar : Advanced Micamassors & IBM-PC Assembly
Language Programming, TMH 2003.
3. Ayala: The 8086 Microprocessor: programming andrfacing - 1st edition, Cengage
Learning
The Definitive Guide to the ARM Cortex-M3, by JokeYiu, 2nd Edition , Newnes, 2009
The Insider’s Guide to the ARM7 based microconémsi) Hitex Ltd., 1 edition, 2005
ARM System-on-Chip Architecture, Steve Furber, ®elcEdition, Pearson, 2015
Architecture, Programming and Interfacing of Lowngo Processors- ARM7, Cortex-M al

No ok

The students will have to answer 5 full questi@aecting one full question from each module,

y

ht,

nd

MSP430, Lyla B Das Cengage Learniny, Edition




OBJECT ORIENTED CONCEPTS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - IV

Subject Code 2

15CS45 IA Marks

0

Number of Lecture Hours/Week 04 Exam Marks

80

Total Number of Lecture Hours 50 Exam Hours

03

CREDITS - 04

Course objectivesThis course will enable students to

Learn fundamental features albject oriented language and JAVA

Set up Java JDK environment to create, debug andimple Java programs.
Create multi-threaded programs and event handliechamisms.

Introduce event driven Graphical User Interface ((Gldogramming using apple

swings

ts and

Module 1

Teaching
Hours

Introduction to Object Oriented Concepts:

A Review of structures, Procedure—Oriented Programmgnsystem Object Oriented
Programming System, Comparison of Object Orientadguage with C, Console 1/(
variables and reference variables, Function Prptoty Function OverloadingClass
and Objects: Introduction, member functions and data, objentsfanctions, objects an
arrays, Namespaces, Nested classes, Construcassugtors.

Text book 1: Ch 1: 1.1 t01.9Ch 2:2.1t02.6 Ch4.1t04.2

D,

10 Hours

d

Module 2

Introduction to Java: Java’s magic: the Byte code; Java Development(JK); the
Java Buzzwords, Object-oriented programming; Simjd&a programs. Data type
variables and arrays, Operators, Control Statements
Text book 2: Ch:1 Ch: 2 Ch:3 Ch:4 Ch:5

10 Hours
’S,

Module 3

Classes, Inheritance, Exceptions, Packages and Interface: Classes: Classe
fundamentals; Declaring objects; Constructors, tkesyword, garbage collectiol
Inheritance: inheritance basics, using super, creating muliellenierarchy, methog
overriding. Exception handling: Exception handling in Java. Packages, Acgq
Protection, Importing Packages, Interfaces.
Text book 2: Ch:6 Ch: 8 Ch:9 Ch:10

2510 Hours

o0

ess

Module 4

Multi Threaded Programming, Event Handling: Multi Threaded Programming: Wh
are threads? How to make the classes threadablgéending threads; Implementir
runnable; Synchronization; Changing state of tmedati; Bounded buffer problems, rea
write problem, producer consumer problerivent Handling: Two event handling
mechanisms; The delegation event model; Event edasSources of events; Eve
listener interfaces; Using the delegation eventehodapter classes; Inner classes.
Text book 2: Ch 11: Ch: 22

atl0 Hours

g
nd-

)
nt

Module 5

The Applet Class Introduction, Two types of Applets; Applet basicApplet

10 Hours

Architecture; An Applet skeleton; Simple Appletplesy methods; Requesting repaintir

g




[72)

Using the Status Window; The HTML APPLET tag; Pagsparameters to Applet
getDocumentbase() and getCodebase(); ApletContexd showDocument(); Th
AudioClip Interface; The AppletStub Interface;Outpa the ConsoleSwings: Swings:
The origins of Swing; Two key Swing features; Comgats and Containers; The Swing
Packages; A simple Swing Application; Create arfgwhpplet; Jlabel and Imagelcop;
JTextField;The Swing Buttons; JTabbedpane; JSaon#PJList; JComboBox; JTable.
Text book 2: Ch 21: Ch: 29 Ch: 30
Course OutcomesAfter studying this course, students will be alole t
» Explain the object-oriented concepts and JAVA.
» Develop computer programs to solve real world motd in Java.
» Develop simple GUI interfaces for a computer pragta interact with users, and to
understand the event-based GUI handling principdisg Applets and swings.
Graduate Attributes
* Programming Knowledge
» Design/Development of Solutions
» Conduct Investigations of Complex Problems
» Life-Long Learning
Question paper pattern:
The question paper will have ten questions.
There will be 2 questions from each module.
Each question will have questions covering allttpcs under a module.
The students will have to answer 5 full questi@eecting one full question from each module|
Text Books:
1. Sourav Sahay, Object Oriented Programming with C®xford University Press,2006
(Chapters 1, 2, 4)
2. Herbert Schildt, Java The Complete Reference, @itiog, Tata McGraw Hill, 2007.
(Chapters 1, 2, 3, 4,5, 6, 8,9,10, 11, 21, 2232)
Reference Book:
1. Mahesh Bhave and Sunil Patekar, "Programming veitta'] First Edition, Pearson
Education,2008, ISBN:9788131720806
2. Herbert Schildt, The Complete Reference C4th, Edition, Tata McGraw Hill, 2003.
Stanley B.Lippmann, Josee Lajore, C++ Primer, Etlition, Pearson Education, 2005.
4. Rajkumar Buyya,S Thamarasi selvi, xingchen chug€tbpriented Programming with java,
Tata McGraw Hill education private limited.
5. Richard A Johnson, Introduction to Java Programmaimg) OOAD, CENGAGE Learning.
6. E BalagurusamyRrogramming with Java A primer, Tata McGraw Hilhgmanies.

D

=

w

Note: Every institute shall organize a bridge orgaize on C++ either in the vacation or in the
beginning of even semester.




DATA COMMUNICATION
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - IV

Subject Code 15CS46 IA Marks 20

Number of Lecture Hours/Week 04 Exam Marks 80

Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04

Course objectivesThis course will enable students to

computer network that allows computers to exchataja.

lllustrate TCP/IP protocol suite and switching erii.
Demonstrate Medium Access Control protocols faab#¢ and noisy channels.
Expose wireless and wired LANs along with IP vemsio

Comprehend the transmission technique of digited datween two or more computers ang

Explain with the basics of data communication aadous types of computer networks;

1 a

Contents

Teaching
Hours

Module 1

Introduction: Data Communications, Networks, Network Types, Imer History,
Standards and AdministratioNetworks Models Protocol Layering, TCP/IP Protoc
suite, The OSI modelntroduction to Physical Layer-1: Data and Signa)sDigital
Signals, Transmission Impairment, Data Rate linexformanceDigital Transmission:
Digital to digital conversion (Only Line coding: Ro, Bipolar and Manchester coding).

10 Hours
pl

Module 2

Physical Layel-2: Analog to digital conversion (only PCM), Transmissi Modes,
Analog Transmission Digital to analog conversion,Bandwidth Utilization :

Multiplexing and Spread Spectru@witching: Introduction, Circuit Switched Network

and Packet switching.

10 Hours

Module 3

Error Detection and Correction: Introduction, Block coding, Cyclic codes, Cheaksl

Forward error correctignData link control: DLC services, Data link layer protoco
HDLC, and Point to Point protocol (Framing, Traiwitphases only).

10 Hours
S,

Module 4

Media Access contrc: Random Access, Controlled Access and Channalizati

Wired LANs Ethernet: Ethernet Protocol, Standard Ethernet, Fast B#ieiGigabit
Ethernet and 10 Gigabit Ethern®¥ireless LANs: Introduction, IEEE 802.11 Proje
and Bluetooth.

10 Hours

)
—*

Module 5

Other wireless Networks: WIMAX, Cellular Telephony, Satellite networkdNetwork
layer Protocols : Internet Protocol, ICMPv4,Mobile IPNext generation IP. IPv6

addressing, The IPv6 Protocol, The ICMPv6 Protacml Transition from 1Pv4 to IPv6|

10 Hours

Course OutcomesAfter studying this course, students will be alole t

lllustrate basic computer network technology.
Identify the different types of network topologisd protocols.
Enumerate the layers of the OSI model and TCP#Hietions of each layer.

Make out the different types of network devices dradr functions within a network




» Demonstrate the skills of subnetting and routingma@isms.

Graduate Attributes

1. Engineering Knowledge

2. Design Development of solution(Partly)

3. Modern Tool Usage

4. Problem Analysis
Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questi@edecting one full question from each module|
Text Book:
Behrouz A. Forouzan, Data Communications and Nedingr5E, ' Edition, Tata McGraw-Hill,
2013. (Chapters 1.1t01.5,2.1t0 2.3, 3.1, 33604.1t0 4.3, 5.1, 6.1, 6.2, 8.1 t0 8.3, 16.1Q.5,
11.1to11.4,12.1t0 12.3,13.1 to 13.5, 15.158116.1 to 16.3, 19.1 t0 19.3, 22.1 to 22.4)
Reference Books:
1. Alberto Leon-Garcia and Indra Widjaja: Communicatietworks - Fundamental Concepts

and Key architectures, 2nd Edition Tata McGraw-i004.
2. William Stallings: Data and Computer Communicatidti Edition, Pearson Education,

2007.
3. Larry L. Peterson and Bruce S. Davie: Computer Meta/— A Systems Approach, 4th

Edition, Elsevier, 2007.
4. Nader F. Mir: Computer and Communication NetwoRsarson Education, 2007




DESIGN AND ANALYSIS OF ALGORITHM LABORATORY
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - IV

Subject Code 15CSL47 IA Marks 20

Number of Lecture Hours/Week 011+02P Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 02

Course objectives:This course will enable students to

» Design and implement various algorithms in JAVA
e Employ various design strategies for problem sglvin
* Measure and compare the performance of differguirighms.

Description

Design, develop, and implement the specified allgos for the following problems using Java
language under LINUX /Windows environment.NetbeBolpse IDE tool can be used for
development and demonstration.

Experiments

1 Create a Java class cal®identwith the following details as variables within it.
A (i) USN

(i) Name

(iii) Branch

(iv) Phone
Write a Java program to creat®udent objects and print the USN, Name, Branch, and
Phoneof these objects with suitable headings.

[oX

B Write a Java program to implement the Stack usimgys. Write Push(), Pop(), an
Display() methods to demonstrate its working.

2 A Design a superclass call&bff with details as Staffld, Name, Phone, Salary. Bokte
this class by writing three subclasses nam&haching (domain, publications),
Technical (skills), andContract (period). Write a Java program to read and display
least 3staff objects of all three categories.

B Write a Java class calleGustomer to store their name and date_of birth. The
date_of birth format should be dd/mm/yyyy. Writethwals to read customer data as
<name, dd/mm/yyyy> and display as <name, dd, mnyyyysing StringTokenizer
class considering the delimiter character as “/".

3 A Write a Java program to read two integeend. Computes/b and print, wherb is not
zero. Raise an exception whiers equal to zero.

B Write a Java program that implements a multi-thrapplication that has three threads.
First thread generates a random integer for evesgcbnd; second thread computes the
square of the number andprints; third thread witifthe value of cube of the number.

4 Sort a given set oh integer elements usin@Quick Sort method and compute its time
complexity. Run the program for varied valuesnsf5000 and record the time taken to soft.
Plot a graph of the time taken versus graph sheet. The elements can be read frore arfil
can be generated using the random number genelbsomonstrate using Java how the divide-
and-conquer method works along with its time comxipfeanalysis: worst case, average case
and best case.




g

5 Sort a given set oh integer elements usinlylerge Sort method and compute its timé
complexity. Run the program for varied valuesnef5000, and record the time taken to soft.
Plot a graph of the time taken versus graph sheet. The elements can be read frore arfil
can be generated using the random number genelsotonstrate using Java how the divid
and-conquer method works along with its time comipfeanalysis: worst case, average cal
and best case.

6 Implement in Java, th@'1 Knapsackproblem using (a) Dynamic Programming method (b)
Greedy method.

7 From a given vertex in a weighted connected gréipt,shortest paths to other vertices usiy
Dijkstra's algorithm . Write the program in Java.

8 Find Minimum Cost Spanning Tree of a given conrectedirected graph using
Kruskal'salgorithm. Use Union-Find algorithms in your program.

9 Find Minimum Cost Spanning Tree of a given conrmectedirected graph using
Prim's algorithm .

10 | Write Java programs to
(a) Implement All-Pairs Shortest Paths problem gi&iloyd's algorithm.

(b) ImplementTravelling Sales Person problenusing Dynamic programming.

11 | Design and implement in Java to findabsetof a given se = {S|, 2,.....,S} of n positive
integers whose SUM is equal to a given positivegatd. For example, if S ={1, 2, 5, 6, 8}
andd= 9, there are two solutions {1,2,6}and {1,8}. Diap a suitable message, if the give
problem instance doesn't have a solution.

12 | Design and implement in Java to find &lamiltonian Cycles in a connected undirecte
Graph G of vertices using backtracking principle.

)l

Course Outcomes The students should be able to:

Design algorithms using appropriate design techesdbrute-force, greedy, dynamic
programming, etc.)

Implement a variety of algorithms such assortimgpd related, combinatorial, etc., in a hid
level language.

Analyze and compare the performance of algorithsnsgulanguage features.

Apply and implement learned algorithm design teghas and data structuresto solve real;
world problems.

Graduate Attributes

Engineering Knowledge

Problem Analysis

Modern Tool Usage

Conduct Investigations of Complex Problems
Design/Development of Solutions

Conduction of Practical Examination:

All laboratory experiments (Twelve problems) ard#oincluded for practical
examination. Students are allowed to pick one expet from the lot.

To generate the data set use random number genfenadgtion.

Strictly follow the instructions as printed on th@ver page of answer script for breakup
of marks

Marks distribution: Procedure + Conduction + Viva: 20 + 50 + 10 (80). Change of
experiment is allowed only once and marks allottetb the procedure




MICROPROCESSOR AND MICROCONTROLLER LABORATORY
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - IV

Subject Code 15CSL48 IA Marks 20

Number of Lecture Hours/Week O11+02P Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 02

Course objectives:This course will enable students to

e To provide practical exposure to the students owraeprocessors, design and cod
knowledge on 80x86 family/ARM. To give the knowled@nd practical exposure (
connectivity and execute of interfacing deviceshw#086/ARM kit like LED displays
Keyboards, DAC/ADC, and various other devices.

bn

Description

Demonstration and Explanation hardware componemtd-aculty in-charge should explain 8086
architecture, pin diagram in one slot. The secdoig the Faculty in-charge should explain instroti
set types/category etc. Students have to prepargeaup on the same and include it in the Lab
record and to be evaluated.

Laboratory Session-1: Write-up on Microprocess8@86 Functional block diagram, Pin diagram &
description. The same information is also taughhh@ory class; this helps the students to undetstg
better.

Laboratory Session-2: Write-up on Instruction grotliming diagrams, etc. The same information
also taught in theory class; this helps the studentinderstand better.

Note: These TWO Laboratory sessions are used tbdilgap between theory classes and practicg
sessions. Both sessions are evaluated as lab evgueesi for 20 marks.

and
N

is

Experiments

» Develop and execute the following programs usirgp88ssembly Language. Any suitable
assembler like MASM/TASM/8086 kit or any equivalaoftware may be used.

* Program should have suitable comments.

e The board layout and the circuit diagram of therifstce are to be provided to the student
during the examination.

» Software Required: Open source ARM Developmentqiiax, KEIL IDE and Proteus for
simulation

SOFTWARE PROGRAMS: PART A

1. Design and develop an assembly language prograeaich a key element “X” in a list of ‘f
16-bit numbers. Adopt Binary search algorithm imyprogram for searching.

2. Design and develop an assembly program to sosemgiet of ‘n’ 16-bit numbers in
ascending order. Adopt Bubble Sort algorithm tda given elements.

3. Develop an assembly language program to revergaen gtring and verify whether it is a
palindrome or not. Display the appropriate message.

4. Develop an assembly language program to computeisi@g recursive procedure. ASsume
that ‘n’ and ‘r’ are non-negative integers.

N




5. Design and develop an assembly language progra@atbthe current time and Date from t
system and display it in the standard format orstiteen.

6. To write and simulate ARM assembly language progréondata transfer, arithmetic and
logical operations (Demonstrate with the help etidable program).

7. To write and simulate C Programs for ARM micropissm using KEIL (Demonstrate with
the help of a suitable program)
Note : To use KEIL one may refer the book: Insiér's Guide to the ARM7 based
microcontrollers, Hitex Ltd.,1% edition, 2005

he

HARDWARE PROGRAMS: PART B

8. a. Design and develop an assembly program to deraeen8CD Up-Down Counter (00-99
on the Logic Controller Interface.
b. Design and develop an assembly program to teadtatus of two 8-bit inputs (X & Y)
from the Logic Controller Interface and display X*Y

9. Design and develop an assembly program to displagsages “FIRE” and “HELP”
alternately with flickering effects on a 7-segmeigplay interface for a suitable period ¢
time. Ensure a flashing rate that makes it easgad both the messages (Examiner does
specify these delay values nor is it necessarthiostudent to compute these values).

10. Design and develop an assembly program to driveepp®r Motor interface and rotate th
motor in specified direction (clockwise or countdwekwise) by N steps (Direction and N
are specified by the examiner). Introduce suitatdéay between successive steps. (A
arbitrary value for the delay may be assumed bythéent).

11. Design and develop an assembly language program to

a. Generate the Sine Wave using DAC interface (The@uiudf the DAC is to be
displayed on the CRO).
b. Generate a Half Rectified Sine waveform using tWeCOnterface. (The output of
the DAC is to be displayed on the CRO).

12. To interface LCD with ARM processor-- ARM7TDMI/LPC28. Write and execute
programs in C language for displaying text messagedshumbers on LCD

13. To interface Stepper motor with ARM processor-- ARNDMI/LPC2148. Write a program
to rotate stepper motor

Study Experiments:
1. Interfacing of temperature sensor with ARM freeddoard (or any other ARM
microprocessor board) and display temperature db LC
2. To design ARM cortex based automatic number pkdegnition system
3. To design ARM based power saving system

=

not

D

Course OutcomesAfter studying this course, students will be alole t

» Learn 80x86 instruction sets and gins the knowleafggow assembly language works.
» Design and implement programs written in 80x86 ardg language

» Know functioning of hardware devices and interfacihem to x86 family

* Choose processors for various kinds of applications

Graduate Attributes

* Engineering Knowledge

* Problem Analysis

* Modern Tool Usage

» Conduct Investigations of Complex Problems
» Design/Development of Solutions




Conduction of Practical Examination:
» All laboratory experiments (all 7 + 6 nos) are tibcluded for practical examination.
» Students are allowed to pick one experiment froomed the lot.

» Strictly follow the instructions as printed on th@ver page of answer script for breakup g
marks

* PART —A: Procedure + Conduction + Viva: 10 + 25 {08)
* PART -B: Procedure + Conduction + Viva: 10 + 25 {08)

» Change of experiment is allowed only once and maliksted to the procedure part to be
made zero.




MANAGEMENT AND ENTREPRENEURSHIP FOR IT INDUSTRY
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER -V

Subject Code 15CS51 IA Marks 20

Number of Lecture Hours/Week 4 Exam Marks 80

Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04

Course objectives This course will enable students to

Explain the principles of management, organizaind entrepreneur.
Discuss on planning, staffing, ERP and their imgace

Infer the importance of intellectual property rigland relate the institutional suppor

Module - 1

Teaching
Hours

Introduction - Meaning, nature and characteristics of managenseope andg
Functional areas of management, goals of manageresets of managemen
brief overview of evolution of management theorie®lanning- Nature
importance, types of plans, steps in planning, @jag- nature and purpos
types of Organization, Staffing- meaning, procdsgoruitment and selection

1 10 Hours
t

e

Module — 2

Directing and controlling- meaning and nature of directing, leadership styleg
motivationTheories, Communication- Meaning and importanceyr@ioation-
meaning andmportance, Controlling- meaning, steps in coningll methods of
establishing control.

5 10 Hours

Module — 3

Entrepreneur — meaning of entrepreneur, characteristics of prareeurs
classification and types of entrepreneurs, varigteges in entrepreneuri
process, role of entrepreneurs in economic devetopmentrepreneurship

India and barriers to entrepreneurship. ldentiiaatof business opportunitie
market feasibility study, technical feasibility diy financial feasibility study an
social feasibility study.

10 Hours
al

n
Sy
d

Module — 4

Preparation of project and ERP - meaning of project, project identificatio
project selection, project report, need and sigaifce of project report, content
formulation, guidelines by planning commission fopject report,Enterprise

Resource Planning: Meaning and Importance- ERRand Functional areas

Management — Marketing / Sales- Supply Chain Mamege — Finance an
Accounting — Human Resources — Types of reports methods of repor
generation

n10 Hours
S

Df
d
it

Module — 5

Micro and Small Enterprises:

Definition of micro and small enterprises]lO Hours

characteristics and advantages of micro and smédirgrises, steps in establishing
micro and small enterprises, Government of Indtugial policy 2007 on micro and
small enterprises, case study (Microsoft), Casdy¢@aptain G R Gopinath),case
study (N R Narayana Murthy & Infosys)nstitutional support: MSME-DI, NSIC,
SIDBI, KIADB, KSSIDC, TECSOK, KSFC, DIC and Disttitevel single windo
agency/ntroduction to IPR.

Courseoutcomes The students should be able to:

Define management, organization, entrepreneurnpignstaffing, ERP and outline




their importance in entrepreneurship
» Utilize the resources available effectively throdgfRP
» Make use of IPRs and institutional support in gareeaeurship

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.
The students will have to answer FIVE full quessioselecting ONE full question from each
module.

Text Books:

1. Principles of Management -P. C. Tripathi, P. N. edrata McGraw Hill, 4th /8
Edition, 2010.

2. Dynamics of Entrepreneurial Development & Managetmeasant Desai Himalaya
Publishing House.

3. Entrepreneurship Development -Small Business Ensep-Poornima M
Charantimath Pearson Education — 2006.

4. Management and Entrepreneurship - Kanishka Bediei@University Press-2017

Reference Books:

1. Management Fundamentals -Concepts, Application, B&velopment Robert Lusief
— Thomson.

2. Entrepreneurship Development -S S Khanka -S Chafd &

3. Management -Stephen Robbins -Pearson Education-17Hi Edition, 2003




COMPUTER NETWORKS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER -V

Subject Code 15CS52 IA Marks 20

Number of Lecture Hours/Week 4 Exam Marks 80

Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04

Courseobjectives This course will enable students to

» Demonstration of application layer protocols

» Discuss transport layer services and understand &HaPTCP protocols

* Explain routers, IP and Routing Algorithms in netklayer

» Disseminate the Wireless and Mobile Networks caodetEEE 802.11 Standard

» lllustrate concepts of Multimedia Networking, Saguand Network Management

Module — 1 Teaching
Hours

Application Layer: Principles of Network Applications: Network Applioan | 10 Hours
Architectures, Processes Communicating, Transpatvi&s Available tg
Applications, Transport Services Provided by theermet, Application-Layef
Protocols. The Web and HTTP: Overview of HTTP, Nmmsistent and
Persistent Connections, HTTP Message Format, Usaef Interaction
Cookies, Web Caching, The Conditional GET, FilenBfar: FTP Commands ¢
Replies, Electronic Mail in the Internet: SMTP, Qumamison with HTTP, Mai
Message Format, Mail Access Protocols, DNS; Therha&t's Directory Service
Services Provided by DNS, Overview of How DNS WorkiNS Records an
Messages, Peer-to-Peer Applications: P2P File iDigion, Distributed Hask
Tables, Socket Programming: creating Network Aggilons: Socke
Programming with UDP, Socket Programming with TCP.

T1: Chap 2

KO

— = O ‘P

Module — 2

Transport Layer : Introduction and Transport-Layer Services: Relaiop| 10 Hours
Between Transport and Network Layers, Overviewhef Transport Layer in the
Internet, Multiplexing and Demultiplexing: Connemtless Transport: UDP,UDP
Segment Structure, UDP Checksum, Principles of aRidi Data Transfer:
Building a Reliable Data Transfer Protocol, PipetinReliable Data Transfer
Protocols, Go-Back-N, Selective repeat, Connecoented Transport TCR:
The TCP Connection, TCP Segment Structure, Rounmldiime Estimation and
Timeout, Reliable Data Transfer, Flow Control, TCBnnection Management,
Principles of Congestion Control: The Causes ared @osts of Congestion,
Approaches to Congestion Control, Network-assistedngestion-control
example, ATM ABR Congestion control, TCP Congestiomtrol: Fairness.
T1: Chap 3

Module — 3

The Network layer. What's Inside a Router?: Input Processing, Swit;h 10 Hours
Output Processing, Where Does Queuing Occur? Rpebntrol plane, IPv6,A
Brief foray into IP Security, Routing Algorithms:h& Link-State (LS) Routin
Algorithm, The Distance-Vector (DV) Routing Algdrin, Hierarchical Routing,

QU




Routing in the Internet, Intra-AS Routing in thédmet: RIP, Intra-AS Routin
in the Internet: OSPF, Inter/AS Routing: BGP, Broast Routing Algorithms
and Multicast.

T1: Chap 4: 4.3-4.7

©Q

Module — 4

Wireless and Mobile Networks Cellular Internet Access: An Overview pi0 Hours
Cellular Network Architecture, 3G Cellular Data Wetrks: Extending the
Internet to Cellular subscribers, On to 4G:LTE,Mpimanagement: Principles
Addressing, Routing to a mobile node, Mobile IP,ngdging mobility in cellular
Networks, Routing calls to a Mobile user, Handaifis GSM, Wireless and
Mobility: Impact on Higher-layer protocols.
T1: Chap: 6:6.4-6.8

Module — 5

Multimedia Networking: Properties of video, properties of Audio, Types| @0 Hours
multimedia Network Applications, Streaming storeideo: UDP Streaming,
HTTP Streaming, Adaptive streaming and DASH, contistribution Networks
case studies:Netflix, You Tube and Kankan.

Network Support for Multimedia: Dimensioning Best-Effort Networks,
Providing Multiple Classes of Service, Diffserv, ri&onnection Quality-of-
Service (QoS) Guarantees: Resource Reservatio@alhéddmission
T1: Chap: 7:7.1,7.2,7.5

Course outcomes The students should be able to:

» Explain principles of application layer protocols

* Recognize transport layer services and infer UDIPTE@P protocols

Classify routers, IP and Routing Algorithms in netlwlayer

Understand the Wireless and Mobile Networks coeelfEE 802.11 Standard
» Describe Multimedia Networking and Network Manageine

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.
The students will have to answer FIVE full quessioselecting ONE full question from eac
module.

Text Books:

1. James F Kurose and Keith W Ross, Computer NetwgyldnTop-Down Approach,
Sixth edition, Pearson,2017 .

Reference Books:

1. Behrouz A Forouzan, Data and Communications and/dl&ing, Fifth Edition,
McGraw Hill, Indian Edition

2. Larry L Peterson and Brusce S Davie, Computer Nedsydifth edition, ELSEVIER

3. Andrew S Tanenbaum, Computer Networks, fifth editiBearson

4. Mayank Dave, Computer Networks, Second edition,gage Learning




DATABASE MANAGEMENT SYSTEM
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER -V

Subject Code 15CS53 IA Marks 20

Number of Lecture Hours/Week 4 Exam Marks 80

Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04

Course objectives This course will enable students to

Practice SQL programming through a variety of dasaproblems.
Demonstrate the use of concurrency and transadticiatabase
Design and build database applications for realdymmoblems.

Provide a strong foundation in database concemtbnblogy, and practice.

Module — 1

Teaching
Hours

Introduction to Databases: Introduction, Characteristics of database appro
Advantages of using the DBMS approach, History afabase application
Overview of Database Languages and ArchitecturedData Models, Schema
and Instances. Three schema architecture and dad&pandence, databa
languages, and interfaces, The Database Systemoemeént.Conceptual Data
Modelling using Entities and Relationships: Entity types, Entity sets
attributes, roles, and structural constraints, Weatity types, ER diagram
examples, Specialization and Generalization.

Textbook 1:Ch 1.1t0 1.8, 2.1t0 2.6, 3.110 3.10

atb,Hours
5.
S,

Sse

)

Module — 2

Relational Model: Relational Model Concepts, Relational Model Coaists
and relational database schemas, Update operati@msactions, and dealin
with constraint violationsRelational Algebra: Unary and Binary relationa
operations, additional relational operations (aggte, grouping, etc.) Exampl
of Queries in relational algebr&apping Conceptual Design into a Logica
Design: Relational Database Design using ER-to-Relatianapping. SQL:

SQL data definition and data types, specifying t@ansts in SQL, retrieval

gueries in SQL, INSERT, DELETE, and UPDATE stateteein SQL,
Additional features of SQL.

10 Hours
19
l
BS

Textbook 1: Ch4.1t0 4.5,5.1t05.3, 6.1 to 6.518Textbook 2: 3.5

Module — 3

SQL : Advances Queries:More complex SQL retrieval queries, Specifyi
constraints as assertions and action triggers, ¥iewSQL, Schema chang
statements in SQLDatabase Application Development:Accessing databast
from applications, An introduction to JDBC, JDBG@ss$es and interfaces, SQ
Stored procedures, Case study: The internet Bogkshternet Applications:

The three-Tier application architecture, The prést@m layer, The Middle Tier

ngo Hours
ye
2S
[,

Textbook 1: Ch7.1to 7.4; Textbook 2: 6.1 t0 6.6,5t0 7.7.

Module — 4

Normalization: Database Design Theor — Introduction to Normalization usinglO Hours

Functional and Multivalued Dependencies: Informasign guidelines fo

relation schema, Functional Dependencies, NormamBEobased on Primary

Keys, Second and Third Normal Forms, Boyce-Coddhibi=orm, Multivalue
Dependency and Fourth Normal Form, Join Dependenare Fifth Norma




Form. Normalization Algorithms: Inference Rules, Equivalence, and Minimal
Cover, Properties of Relational Decompositions, ofillpms for Relational
Database Schema Design, Nulls, Dangling tuples, alteinate Relational
Designs, Further discussion of Multivalued depewdsn and 4NF, Othe
dependencies and Normal Forms

Textbook 1: Ch14.1to0 14.7, 15.1 to 15.6

-

Module — 5

Transaction Processing Introduction to Transaction Processing, Transactib® Hours
and System concepts, Desirable properties of Tchosa, Characterizin
schedules based on recoverability, Characterizimpedules based an
Serializability, Transaction support in SQLConcurrency Control in
Databases:Two-phase locking techniques for Concurrency @ain@oncurrenc
control based on Timestamp ordering, Multiversiomn€urrency contro
techniques, Validation Concurrency control techesjuGranularity of Data
items and Multiple Granularity Lockindntroduction to Database Recovery,
Protocols: Recovery Concepts, NO-UNDO/REDO recovery basedeferred
update, Recovery techniques based on immediatetayp&hadow paging,
Database backup and recovery from catastrophiaréssl
Textbook 1: 20.1 to 20.6, 21.1 to 21.7, 22.1 t0 2222.7.

Course outcomes The students should be able to:

» Identify, analyze and define database objects,reafimtegrity constraints on a
database using RDBMS.

» Use Structured Query Language (SQL) for databasepulation.

» Design and build simple database systems

» Develop application to interact with databases.

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.
The students will have to answer FIVE full quessioselecting ONE full question from eac
module.

Text Books:

1. Fundamentals cDatabas«System;, Rame: Elmasri and Shamkant B. Navat|7th
Edition, 2017, Pearson.

2. Database management systems, Ramakrishnan, ankeG&hEdition, 2014,
McGraw Hill

Reference Books:

1. Silberschatz Korth and Sudharshan, Database Sy@terrepts, § Edition, Mc-
GrawHill, 2013.

2. Coronel, Morris, and Rob, Database Principles Foredals of Design,
Implementation and Management, Cengage Learning.201




AUTOMATA THEORY AND COMPUTABILITY
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER -V

Subject Code 15CS54 IA Marks 20

Number of Lecture Hours/Week 4 Exam Marks 80

Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04

Course objectives This course will enable students to

Introduce core concepts in Automata and TheoryarhQutation
Identify different Formal language Classes andrtRelationships
Design Grammars and Recognizers for different foterayuages
Prove or disprove theorems in automata theory ukieig properties
Determine the decidability and intractability of i@putational problems

Module - 1

Teaching
Hours

Why study the Theory of Computation, Languages andStrings: Strings,
Languages. A Language Hierarchy, Computatiéimite State Machines
(FSM): Deterministic  FSM, Regular languages, DesigningSME-
Nondeterministic FSMs, From FSMs to Operational t&ys, Simulators fo
FSMs, Minimizing FSMs, Canonical form of Regulandgmages, Finite Stat
Transducers, Bidirectional Transducers.

Textbook 1: Ch 1,2, 3,4, 5.1t0 5.10

10 Hours

=

Module — 2

Regular Expressions (RE): what is a RE?, Kleenle&orem, Applications o
REs, Manipulating and Simplifying REs. Regular @naars: Definition,
Regular Grammars and Regular languages. Regulayuages (RL) and Nor
regular Languages: How many RLs, To show that guage is regular, Closu
properties of RLs, to show some languages are bst R

Textbook 1: Ch 6,7,8:6.1t06.4,7.1,7.2,8d4.8.4

f10 Hours

[€

Module — 3

Context-Free Grammars(CFG): Introduction to Rew@tstems and Gramma
CFGs and languages, designing CFGs, simplifying €F@oving that
Grammar is correct, Derivation and Parse trees, igoity, Normal Forms
Pushdown Automata (PDA): Definition of non-detemistic PDA, Deterministig
and Non-deterministic PDAs, Non-determinism and tiHg] alternative
equivalent definitions of a PDA, alternatives the¢ not equivalent to PDA.
Textbook 1: Ch 11, 12: 11.1t011.8,12.1, 12.2,4212.5, 12.6

r

[e

s10 Hours
|

Module — 4

Context-Free and Non-Context-Free Languages: Whereghe Context-Fre
Languages(CFL) fit, Showing a language is contesd;f Pumping theorem f¢
CFL, Important closure properties of CFLs, Detelistin CFLs. Algorithms ang
Decision Procedures for CFLs: Decidable questidhs,decidable question
Turing Machine: Turing machine model, Representati@anguage acceptabilif
by TM, design of TM, Techniques for TM constructio

Textbook 1: Ch 13: 13.1to 13.5, Ch 14: 14.1, 14 Pextbook 2: Ch 9.1 to 9.6

010 Hours
DI
)

5.
y

Module — 5

Variants of Turing Machines (TM), The model of LareBounded automat;

110 Hours

Decidability: Definition of an algorithm, decidaityl, decidable language

5,




Undecidable languages, halting problem of TM, Rmstespondence problem.
Complexity: Growth rate of functions, the classdsPoand NP, Quantun
Computation: quantum computers, Church-Turing thesi

Textbook 2: Ch 9.7t09.8, 10.1t010.7,12.1,2212.8,12.8.1, 12.8.2

> 3

Course outcomes The students should be able to:

* Acquire fundamental understanding of the core cptscan automata theory
and Theory of Computation

* Learn how to translate between different modelsCaimputation (e.g.,
Deterministic and Non-deterministic and Softwaredels).

» Design Grammars and Automata (recognizers) foedfit language classes
and become knowledgeable about restricted modelsComputation
(Regular, Context Free) and their relative powers.

* Develop skills in formal reasoning and reductionaoproblem to a formal
model, with an emphasis on semantic precision andiseness.

» Classify a problem with respect to different modwl€omputation.

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.
The students will have to answer FIVE full quessioselecting ONE full question from eac
module.

Text Books:

1. Elaine Rich, Automata, Computability and Complexit' Edition, Pearson
Education,2012/2013
2. K L P Mishra, N Chandrasekaran™ Bdition, Theory of Computer Science, Phl, 2012.

Reference Books:

1. John E Hopcroft, Rajeev Motwani, Jeffery D Ulimémtyoduction to AutomataTheory,
Languages, and Computation, 3rd Edition, Pearsac&ion, 2013

2. Michael Sipser : Introduction to the Theory of Cartgtion, 3rd edition, Cengage
learning,2013

3. John C Martin, Introduction to Languages and ThedFi of Computation, "3Edition,
Tata McGraw —Hill Publishing Company Limited, 2013

4. Peter Linz, “An Introduction to Formal Languagesl #&utomata”, 3rd Edition, Narosa
Publishers, 1998

5. Basavaraj S. Anami, Karibasappa K G, Formal Laggaand Automata theory, Wiley
India, 2012

6. C K Nagpal, Formal Languages and Automata Theoxyoi@ University press, 2012.




OBJECT ORIENTED MODELING AND DESIGN
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER -V

Subject Code 15CS551 IA Marks 20

Number of Lecture Hours/Week 3 Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Course objectives This course will enable students to

given problem.

system.

Describe the concepts involved in Object-Orientedietling and their benefits.
Demonstrate concept of use-case model, sequencel mod state chart model for,

Explain the facets of the unified process approacklesign and build a Softwa

Translate the requirements into implementatiorCibject Oriented design.
Choose an appropriate design pattern to facildateelopment procedure.

re

Module - 1

Teaching
Hours

Introduction, Modelling Concepts and Class Modellig: What is Object
orientation? What is OO development? OO Themegjdinve for usefulness

OO development; OO modelling history. Modelling &=sign technique:

Modelling; abstraction; The Three models. Class 8llay: Object and Clas
Concept; Link and associations concepts; Genetaizaand Inheritance; A
sample class model; Navigation of class models;afsded Class Modelling

Advanced object and class concepts; Associatiors;ehdary associations;
Aggregation; Abstract classes; Multiple inheritanddetadata; Reification;

Constraints; Derived Data; Packages.
Text Book-1: Ch 1, 2, 3and 4

8 Hours
Of

3>

D

Module — 2

UseCase Modelling and Detailed Requirements: OgeryviDetailed object
oriented Requirements definitions; System ProceAsese case/Scenario vie
Identifying Input and outputs-The System sequenagrdm; ldentifying Objec
Behaviour-The state chart Diagram; Integrated Qigeented Models.

Text Book-2:Chapter- 6:Page 210 to 250

v
[

Hours

Module — 3

Process Overview, System Conception and Domainy&igalProcess Overview
Development stages; Development life Cycle; Sys@uomception: Devising
system concept; elaborating a concept; preparipgoblem statement. Doma

Analysis: Overview of analysis; Domain Class modebmain state mode];

Domain interaction model; Iterating the analysis.
Text Book-1:Chapter- 10,11,and 12

v:8 Hours
A
n

Module — 4

Use case Realization :The Design Discipline withip iterations: Objec
Oriented Design-The Bridge between Requirementsiaptementation; Desig
Classes and Design within Class Diagrams; Inteyadiliagrams-Realizing Us
Case and defining methods; Designing with CommuigicaDiagrams; Updating
the Design Class Diagram; Package Diagrams-Stingtuthe Major
Components; Implementation Issues for Thrager Design.

t8 Hours
h
e

J

Text Book-2: Chapter 8: page 292 to 346




Module — 5

Design Patterns: Introduction; what is a desigrtepa®, Describing design8 Hours
patterns, the catalogue of design patterns, Organibhe catalogue, How design
patterns solve design problems, how to select aymgsmtterns, how to use|a
design pattern; Creational patterns: prototype aimgleton (only); structurg
patterns adaptor and proxy (only).

Text Book-3: Ch-1:1.1,1.3,1.4,1.5, 1.6, 1.781Ch-3,Ch-4.

Course outcomes The students should be able to:

» Describe the concepts of object-oriented and ldags modelling.

 Draw class diagrams, sequence diagrams and interadiagrams to solv
problems.

» Choose and apply a befitting design pattern forgikien problem.

1%

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.
The students will have to answer FIVE full quessioselecting ONE full question from each
module.

Text Books:

1. Michael Blaha, James Rumbaugh: Object Orientede¥iog and Design with UML,?
Edition, Pearson Education,2005

2. Satzinger, Jackson and Burd: Object-Oriented Amalgs Design with the Unified
Process, Cengage Learning, 2005.

3. Erich Gamma, Richard Helm, Ralph Johnson and joliesides: Design Patterns |—
Elements of Reusable Object-Oriented Software,
Pearson Education,2007.

Reference Books:

1. Grady Booch et. al.. Object-Oriented Analysis aneésign with Applications'3 |
Edition,Pearson Education,2007.
2. 2.Frank Buschmann, RegineMeunier, Hans RohnerigrP@dommerlad, Michel Stal:
Pattern —Oriented Software Architecture. A systdrpaiterns , Volume 1, John Wiley
and Sons.2007.
3. 3. Booch, Jacobson, Rambaugh : Object-Oriented y&isal and Design with
Applications, & edition, pearson, Reprint 2013




INTRODUCTION TO SOFTWARE TESTING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER -V

Subject Code 15CS552 IA Marks 20
Number of Lecture Hours/Week 3 Exam Marks 80
Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Course objectives This course will enable students to

» Differentiate the various testing techniques.

* Analyze the problem and derive suitable test cases.

* Apply suitable technique for designing of flow ghap

» Explain the need for planning and monitoring a pesc
Module — 1 Teaching

Hours

Basics of Software Testin¢ Basic definitions, Software Quality , Requireme
Behaviour and Correctness, Correctness versus HRilia Testing and

Debugging, Test cases, Insights from a Venn diagidentifying test cases

Test-generation Strategies, Test Metrics, Error famidt taxonomies , Levels ¢
testing, Testing and Verification, Static Testing.
Textbook 3: Ch 1:1.2 - 1.5, 3; Textbook 1: Ch 1

8 Hours

Py

Module — 2

Problem Statements Generalized pseudo code, the triangle problem,
NextDate function, the commission problem, the SATSImple Automatig
Teller Machine) problem, the currency convertetu8awindshield wiper
Functional Testing: Boundary value analysis, Robustness testing, \Atarst
testing, Robust Worst testing for triangle probleNextDate problem an
commission problem, Equivalence classes, Equivaléest cases for the triang
problem, NextDate function, and the commission o) Guidelines an
observations, Decision tables, Test cases for tiaagle problem, NextDat
function, and the commission problem, Guidelines @pservations.

Textbook 1: Ch 2,5, 6 & 7, Textbook 2: Ch 3

&Eours

[®X

D =

Module — 3

Fault Based Testing Overview, Assumptions in fault based testing, Mota
analysis,
Structural Testing: Overview, Statement testing, Branch testing, Caoorli
testing, Path testing: DD paths, Test coverage icsetiBasis path testing

guidelines and observations, Data —Flow testingind®n-Use testing, Slicet

based testing, Guidelines and observations

Fault-based adequacy criteria, Variatimrs mutation analysis.

8 Hours

it
)

T2:Chapter 16, 12 T1:Chapter 9 & 10

Module — 4

Test Execution: Overview of test execution, from test case spedtific to test 8 Hours
cases, Scaffolding, Generic versus specific sadifigl Test oracles, Self-checks

as oracles, Capture and repldrocess Framework Basic principles
Sensitivity, redundancy, restriction, partitionsibility, Feedback, the quali
process, Planning and monitoring, Quality goals,péhelability propertie
,Analysis Testing, Improving the process, Orgamiretl factors.

Planning and Monitoring the Process:Quality and process, Test and analysis

strategies and plans, Risk planning, monitoring fitecess, Improving th




process, the quality team.
T2: Chapter 17, 20.

Module — 5

Integration and Componen-Based Software Testing:Overview, Integratior

8 Hours

testing strategies, Testing components and assesni8iystem, Acceptance and

Regression Testing: Overview, System testing, Atzcege testing, Usability
Regression testing, Regression test selection iggobs, Test case prioritizatig
and selective executiohevels of Testing, Integration Testing: Traditional
view of testing levels, Alternative life-cycle mdde The SATM system
Separating integration and system testing, A cldsek at the SATM systen

Decomposition-based, call graph-based, Path-basegrations
T2: Chapter 21 & 22, T1 : Chapter 12 & 13

n

Course outcomes The students should be able to:

» Derive test cases for any given problem
» Compare the different testing techniques
» Classify the problem into suitable testing model

* Apply the appropriate technique for the designl@fvfgraph.

» Create appropriate document for the software artefa

Question paper pattern:
The question paper will have TEN questions.
There will be TWO questions from each module.

Each question will have questions covering alltdpmcs under a module.
The students will have to answer FIVE full quessioselecting ONE full question from eag

module.

Text Books:

1. Paul C. Jorgensen: Software Testing, A Craftsmapjsroach, 8 Edition, Auerbach

Publications, 2008.

2. Mauro Pezze, Michal Young: Software Testing andlysia — Process, Principles and

Techniques, Wiley India, 2009.

3. Aditya P Mathur: Foundations of Software Testingai3on Education, 2008.

Reference Books:

1. Software testing Principles and Practices — Gopalasy Ramesh, Srinivasan Desikan

nd Edition, Pearson, 2007.

2. Software Testing — Ron Patton, 2nd edition, PeaEstucation, 2004.

3. The Craft of Software Testing — Brian Marrick, Pesn Education, 1995.
4. Anirban Basu, Software Quality Assurance, Testimg lsletrics, PHI, 2015
5

. Naresh Chauhan, Software Testing, Oxford Universiess.

, 2



ADVANCED JAVA AND J2EE
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER -V

Subject Code 15CS553 IA Marks 20

Number of Lecture Hours/Week 3 Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Course objectives This course will enable students to

» ldentify the need for advanced Java concepts likenkerations and Collections

» Construct client-server applications using Javkso&PI
* Make use of JDBC to access database through JageaRrs
* Adapt servlets to build server side programs

» Demonstrate the use of JavaBeans to develop compbased Java software

Module — 1

Teaching
Hours

Enumerations, Autoboxing and Annotations(metadate: Enumerations
Enumeration fundamentals, the values() and valyeQ¥lethods, java
enumerations are class types, enumerations Inh&rmism, example, typ

wrappers, Autoboxing, Autoboxing and Methods, Awabhg/Unboxing occurs

in Expressions, Autoboxing/Unboxing, Boolean and arebter values
Autoboxing/Unboxing helps prevent errors, A woifdWarning. Annotations
Annotation basics, specifying retention policy, &bing Annotations at ru
time by use of reflection, Annotated element Irded, Using Default valuej
Marker Annotations, Single Member annotations, Bimlannotations.

8 Hours
|
e
D

Module — 2

The collections and Frameworl: Collections Overview, Recent Changes
Collections, The Collection Interfaces, The Coilect Classes, Accessing
collection Via an lIterator, Storing User Definedag8es in Collections, Th
Random Access Interface, Working With Maps, Comjoasa The Collectiorn
Algorithms, Why Generic Collections?, The legacyassles and Interface
Parting Thoughts on Collections.

®Hours
a
e

Module — 3

String Handling :The String Constructors, String Length, Specialingt
Operations, String Literals, String Concatenati@bring Concatenation wit
Other Data Types, String Conversion and toStringCharacter Extractior
charAt( ), getChars( ), getBytes( ) toCharArrag)ting Comparison, equals
and equalsignoreCase( ), regionMatches( ) startkg\}Wand endsWith( ), equal
) Versus ==, compareTo( ) Searching Strings, Maulgf a String, substring(
concat( ), replace( ), trim( ), Data ConversionrgsvalueOf( ), Changing th
Case of Characters Within a String, Additional 18jrMethods, StringBuffer
StringBuffer Constructors, length( ) and capacity( ensureCapacity(
setLength( ), charAt( ) and setCharAt( ), getChaemgpend( ), insert( ), revers
), delete( ) and deleteCharAt( ), replace( ), suixg ), Additional StringBuffer
Methods, StringBuilder
Text Book 1: Ch 15

r 8 Hours
h
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Module — 4

Background; The Life Cycle of a Servlet; Using Tanhcfor Servlet 8 Hours
Development; A simple Servlet; The Servh®l; The Javax.servlet Packag
Reading Servlet Parameter; The Javax.servlet.ldfgkgge; Handling HTTP
Requests and Responses; Using Cookies; Sessiokingadava Server Pages
(JSP): JSP, JSP Tags, Tomcat, Request String, 3¢ssions, Cookies, Session
Objects

Text Book 1: Ch 31 Text Book 2: Ch 11

Module — 5

The Concept of JDBC; JDBC Driver Types; JDBC Pagelsa A Brief Overview 8 Hours
of the JDBC process; Database Connection; Assogighe JDBC/ODBC
Bridge with the Database; Statement Objects; R&stjliTransaction Processing;
Metadata, Data types; Exceptions.
Text Book 2: Ch 06

Course outcomes The students should be able to:

» Interpret the need for advanced Java concept&likenerations and collections in
developing modular and efficient programs

* Build client-server applications and TCP/IP sogketgrams

» lllustrate database access and details for managiomignation using the JDBC API

» Describe how servlets fit into Java-based web apptin architecture

» Develop reusable software components using JavasBea

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer FIVE full quessioselecting ONE full question from eag
module.

Text Books:
1. Herbert Schildt: JAVA the Complete Referencl/9th Edition, Tata McGraw Hill
2007.
2. Jim Keogh: J2EE-TheCompleteReference, McGraw BUQ7.

Reference Books:

1. Y. Daniel Liang: Introduction to JAVA Programming’Edition, Pearson Educatio
2007.
2. Stephanie Bodoff et al: The J2EE Tutoridf! Bdition, Pearson Education,2004.

3. Uttam K Roy, Advanced JAVA programming, Oxford Ueisity press, 2015.




ADVANCED ALGORITHMS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER -V

Subject Code 15CS554 IA Marks 20

Number of Lecture Hours/Week 3 Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Course objectives This course will enable students to

» Explain principles of algorithms analysis approache

» Compare and contrast a number theoretic baseégtat
» Describe complex signals and data flow in networks

» Apply the computational geometry criteria.

Module — 1 Teaching
Hours

Analysis Technique: Growth functions, Recurrences and solution otiremce| 8 Hours
equations; Amortized analysis: Aggregate, Accoutiand Potential methods,
String Matching Algorithms: Naive Algorithm; Robltarp Algorithm, String
matching with Finite Automata, Knuth-Morris-Prattnda Boyer-Moore
Algorithms

Module — 2

Number Theoretic Algorithms: Elementary notions, @;QModular arithmetic| 8 Hours
Solving modular linear equations, The Chinese rad&i theorem, Powers of an
element RSA Cryptosystem, Primality testing, Intefgetorization, - Huffmar
Codes, Polynomials. FFT-Huffman codes: Conceptsnstcoction, Proot
correctness of Huffman's algorithm; Representatigmolynomials

Module — 3

DFT and FFT efficient implementation of FFT, Graplgorithms, Bellman-Ford 8 Hours
Algorithm Shortest paths in a DAG, Johnson's Aldjon for sparse graphs, Flow
networks and the Ford-Fulkerson Algorithm, Maximbipartite matching.

Module — 4

Computational Geometry-I: Geometric data structursesg, C, Vectors, Points8 Hours
Polygons, Edges Geometric objects in space; Finthiegintersection of a ling
and a triangle, Finding star-shaped polygons usiaggmental insertion.

Module — 5

Computational Geometry-1l: Clipping: Cyrus-Beck ar&ltherland-Hodman8 Hours
Algorithms; Triangulating, monotonic polygons; Cemvhulls, Gift wrapping
and Graham Scan; Removing hidden surfaces

Course outcomes The students should be able to:

* Explain the principles of algorithms analysis agmioes

* Apply different theoretic based strategies to s@k@blems

» lllustrate the complex signals and data flow innaks with usage of tools
» Describe the computational geometry criteria.

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer FIVE full quessioselecting ONE full question from eag




module.

Text Books:

1. Thomas H. Cormen et al: Introduction to AlgorithrRsentice Hall India, 1990
2. Michael J. Laszlo: Computational Geometry and CampGraphics in C' Prentice
Hall India, 1996

Reference Books:

1. E. Horowitz, S. Sahni and S. Rajasekaran, Fundatseot Computer Algorithms,
University Press, Second edition, 2007

2. Kenneth A Berman & Jerome L Paul, Algorithms, CagegLearning, First Indian
reprint, 2008




COMPUTER NETWORK LABORATORY
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER -V

Subject Code 15CSL57 IA Marks 20

Number of Lecture Hours/Week 011 + 02P Exam Marks 0O 8

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 02

Course objectives This course will enable students to

» Demonstrate operation of network and its managegmninands
» Simulate and demonstrate the performance of GSMCidA
* Implement data link layer and transport layer prots.

Description (If any):

For the experiments below modify the topology aathmeters set for the experiment and
take multiple rounds of reading and analyze thaltesvailable in log files. Plot necessary
graphs and conclude. UBEKS2/NS3.

Lab Experiments:

PART A

1. Implement three nodes point — to — point networthwluplex links between them.
Set the queue size, vary the bandwidth and finahtimber of packets dropped.

2. Implement transmission of ping messages/trace mwgea network topology
consisting of 6 nodes and find the number of paclledpped due to congestion.

3. Implement an Ethernet LAN using n nodes and setipheltraffic nodes and plot
congestion window for different source / destinatio

4. Implement simple ESS and with transmitting nodewine-less LAN by simulation
and determine the performance with respect to tngsson of packets.

5. Implement and study the performance of GSM on NS2/kKUsing MAC layer) or
equivalent environment.

6. Implement and study the performance of CDMA on W& (Using stack called
Call net) or equivalent environment.

PART B

Implement the following in Java:

7. Write a program for error detecting code using CRCH T (16- bits).

8. Write a program to find the shortest path betwestices using bellman-ford
algorithm.

9. Using TCP/IP sockets, write a client — server ppogto make the client send the f
name and to make the server send back the cormtietits requested file if present.

10.Write a program on datagram socket for client/seteedisplay the messages pn

client side, typed at the server side.
11.Write a program for simple RSA algorithm to encrgptl decrypt the data.
12.Write a program for congestion control using leakigket algorithm.

Study Experiment / Project:

NIL

Course outcomes The students should be able to:

* Analyze and Compare various networking protocols.
» Demonstrate the working of different concepts dfvoeking.

ile




* Implement, analyze and evaluate networking pro®toNS2 / NS3

Conduction of Practical Examination:
1. All laboratory experiments are to be includedgmactical examination.
2. Students are allowed to pick one experiment fpam A and part B with lot.
3. Strictly follow the instructions as printed dretcover page of answer script
4. Marks distribution: Procedure + Conduction +a/i80
Part A: 10+25+5 =40
Part B: 10+25+5 =40
5. Change of experiment is allowed only once antksnallotted to the procedure part to b
made zero.

D




DBMS LABORATORY WITH MINI PROJECT
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER -V

Subject Code 15CSL58 IA Marks 20

Number of Lecture Hours/Week 011 + 02P Exam Marks 0O 8

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 02

Course objectives This course will enable students to

« Foundation knowledge in database concepts, techpaad practice to groom
students into well-informed database applicatioretigpers.

« Strong practice in SQL programming through a varadtdatabase problems.

- Develpp database applications using fl-end tools and ba-end DBMS

Description (If any):

PART-A: SQL Programming (Max. Exam Mks. 50
* Design, develop, and implement the specified qaddethe following problems
using Oracle, MySQL, MS SQL Server, or any otheM#Bunder
LINUX/Windows environment.
* Create Schema and insert at least 5 records fortabte. Add appropriate
database constraints.
PART-B: Mini Project (Max. Exam Mks. 30)
* Use Java, C#, PHP, Python, or any other similartfemd tool. All
applications must be demonstrated on desktop/lageapstand-alone or web
based application (Mobile apps on Android/IOS arepermitted.

Lab Experiments:

Part A: SQL Programming

1 | Consider the following schema for a Library Databas
BOOK(Book_id Title, Publisher_Name, Pub_Year)
BOOK_ AUTHORS(Book_id Author_Name)
PUBLISHER(NameAddress, Phone)
BOOK_ COPIES(Book_idBranch_id No-of Copies)
BOOK_LENDING(Book_id Branch_id Card_Ng Date_Out, Due_Date)
LIBRARY_BRANCH(Branch_id Branch_Name, Address)
Write SQL queries to
1. Retrieve details of all books in the library —tidle, name of publisher,
authors, number of copies in each branch, etc.
2. Get the particulars of borrowers who have borromede than 3 books, but
from Jan 2017 to Jun 2017.
3. Delete a book in BOOK table. Update the contentstioér tables to reflect
this data manipulation operation.
4. Partition the BOOK table based on year of publaratDemonstrate its
working with a simple query.
5. Create a view of all books and its number of cofhes are currently
available in the Library.

2 | Consider the following schema for Order Database:
SALESMAN(Salesman_idName, City, Commission)
CUSTOMER(Customer_jdCust_Name, City, Grade, Salesman_id)
ORDERS(Ord_NpPurchase_Amt, Ord_Date, Customer_id, Salesman_id)
Write SQL queries to

1. Count the customers with grades above Bangalove'sage.




Find the name and numbers of all salesman who toad than one customer.

List all the salesman and indicate those who hagdedan’t have customers in

their cities (Use UNION operation.)

4. Create a view that finds the salesman who hasukmer with the highest
order of a day.

5. Demonstrate the DELETE operation by removing saéeswith id 1000. All

his orders must also be deleted.

w N

Consider the schema for Movie Database:

ACTOR(Act_id Act_Name, Act_Gender)
DIRECTOR(Dir_id Dir_Name, Dir_Phone)
MOVIES(Mov_id, Mov_Title, Mov_Year, Mov_Lang, Dir_id)
MOVIE_CAST(Act_id Mov_id, Role)

RATING(Mov_id, Rev_Stars)

Write SQL queries to

1. List the titles of all movies directed by ‘Hitchddc

2. Find the movie names where one or more actors att®gb or more movies.

3. List all actors who acted in a movie before 2000 also in a movie after
2015 (use JOIN operation).

4. Find the title of movies and number of stars faztemovie that has at least
one rating and find the highest number of starsrti@vie received. Sort the
result by movie title.

5. Update rating of all movies directed by ‘Stevenefperg’ to 5.

Consider the schema for College Database:
STUDENT(USN SName, Address, Phone, Gender)
SEMSEC(SSIDSem, Sec)
CLASS(USN SSID)
SUBJECT(SubcodeTitle, Sem, Credits)
IAMARKS(USN, SubcodeSSID Testl, Test2, Test3, FinallA)
Write SQL queries to
1. List all the student details studying in fourth sster ‘C’ section.
2. Compute the total number of male and female stgdergach semester and in
each section.
3. Create a view of Testl marks of student USN ‘1BI$%Q1’ in all subjects.
4. Calculate the FinallA (average of best two testkspand update the
corresponding table for all students.
5. Categorize students based on the following criterio
If FinallA = 17 to 20 then CAT = ‘Outstanding’
If FinallA = 12 to 16 then CAT = ‘Average’
If FinallA< 12 then CAT = ‘Weak’
Give these details only fof"&emester A, B, and C section students.

Consider the schema for Company Database:
EMPLOYEE(SSN Name, Address, Sex, Salary, SuperSSN, DNo)
DEPARTMENT(DNg DName, MgrSSN, MgrStartDate)
DLOCATION(DNo,DL0oc)
PROJECT(PNpPName, PLocation, DNO0)
WORKS_ON(SSNPNg Hours)
Write SQL queries to
1. Make a list of all project numbers for projectsttimvolve an employee
whose last name is ‘Scott’, either as a workersoa amanager of the
department that controls the project.




2. Show the resulting salaries if every employee waglon the ‘loT’ project is
given a 10 percent raise.

3. Find the sum of the salaries of all employees ef tcounts’ department, as
well as the maximum salary, the minimum salary, taedaverage salary in
this department

4. Retrieve the name of each employee who works ahalprojects
controlledby department number 5 (use NOT EXIST& ator).

5. For each department that has more than five emefyyetrieve the
department number and the number of its employéesare making more
than Rs. 6,00,000.

Part B: Mini project

* For any problem selected, write the ER Diagram|yaBR-mapping rules,
normalize the relations, and follow the applicateavelopment process.

» Make sure that the application should have fivenore tables, at least one
trigger and one stored procedure, using suitablaénd tool.

* Indicative areas include; health care, educatmhstry, transport, supply chain,
etc.

Course outcomes The students should be able to:

» Create, Update and query on the database.
» Demonstrate the working of different concepts ofNDIB
* Implement, analyze and evaluate the project deeeldpr an application.

Conduction of Practical Examination:
1. All laboratory experiments from part A are to beluded for practical
examination.
Mini project has to be evaluated for 30 Marks.
Report should be prepared in a standard formatpbesl for project work.
Students are allowed to pick one experiment froenldi
Strictly follow the instructions as printed on th@ver page of answer script.
Marks distribution:
a) Part A: Procedure + Conduction + Viva:10 + 35 +B #arks
b) Part B: Demonstration + Report + Viva voce = 15+1®+= 30 Marks
7. Change of experiment is allowed only once and mallksted to the procedure
part to be made zero.
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CRYPTOGRAPHY, NETWORK SECURITY AND CYBER LAW
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VI

Subject Code 15CS61 IA Marks 20

Number of Lecture Hours/Week 4 Exam Marks 80

Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04

Course objectives This course will enable students to

» Explain the concepts of Cyber security

» lllustrate key management issues and solutions.

* Familiarize with Cryptography and very essentigbalthms
» Introduce cyber Law and ethics to be followed.

Module — 1 Teaching
Hours

Introduction - Cyber Attacks, Defence Strategiesl arechniques, Guiding10 Hours
Principles, Mathematical Background for CryptognaphModulo Arithmetic’s,
The Greatest Comma Divisor, Useful Algebraic Stites, Chinese Remainder
Theorem, Basics of Cryptography - Preliminariegententary Substitution
Ciphers, Elementary Transport Ciphers, Other CipReaperties, Secret Key
Cryptography — Product Ciphers, DES Construction

Module — 2

Public Key Cryptography and RSA — RSA OperationgyMdoes RSA Work?, 10 Hours
Performance, Applications, Practical Issues, Pukéy Cryptography Standard
(PKCS), Cryptographic Hash - Introduction, Proies; Construction,
Applications and Performance, The Birthday Attabiscrete Logarithm and its
Applications - Introduction, Diffie-Hellman Key [Ekange, Other Applications

Module — 3

Key Management - Introduction, Digital Certifieat Public Key Infrastructure,10 Hours
Identity—based Encryption, Authentication—I - Omay Authentication, Mutual
Authentication, Dictionary Attacks, Authenticatior 1l — Centalise
Authentication, The Needham-Schroeder Protocolp&ers, Biometrics, IPSec-
Security at the Network Layer — Security at Differdayers: Pros and Cons,

IPSec in Action, Internet Key Exchange (IKE) PratipcSecurity Policy an

IPSEC, Virtual Private Networks, Security at theafdsport Layer - Introduction,

SSL Handshake Protocol, SSL Record Layer ProtoOplenSSL.

Module — 4

IEEE 802.11 Wireless LAN Security -  Backgroundutientication, 10 Hours
Confidentiality and Integrity, Viruses, Worms, a@dher Malware, Firewalls -
Basics, Practical Issues, Intrusion Prevention Betection - Introduction),
Prevention Versus Detection, Types of Instructioetddtion Systems, DDoS
Attacks Prevention/Detection, Web Service Securityiotivation, Technologies
for Web Services, WS- Security, SAML, Other Staxdar

Module — 5

IT act aim and objectives, Scope of the act, Majtwncepts, Important10 Hours
provisions, Attribution, acknowledgement, and dispaof electronic records,
Secure electronic records and secure digital sigest Regulation of certifying
authorities: Appointment of Controller and Otheffiadrs, Digital Signature
certificates, Duties of Subscribers, Penalties afjudication, The cyber




regulations appellate tribunal, Offences, Netwoekvige providers not to be
liable in certain cases, Miscellaneous Provisions.

Course outcomes The students should be able to:

» Discuss cryptography and its need to various agpins
» Design and develop simple cryptography algorithms
» Understand cyber security and need cyber Law

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.
The students will have to answer FIVE full quessioselecting ONE full question from eag
module.

Text Books:

1. Cryptography, Network Security and Cyber Laws —aed Menezes, Cengage
Learning, 2010 edition (Chapters-1,3,4,5,6,7,8,9102,13,14,15,19(19.1-
19.5),21(21.1-21.2),22(22.1-22.4),25

Reference Books:

1. Cryptography and Network Security- Behrouz A ForamyzDebdeep Mukhopadhya
Mc-GrawHill, 3¢ Edition, 2015

2. Cryptography and Network Security- William StallijgPearson Education,"]
Edition

3. Cyber Law simplified- Vivek Sood, Mc-GrawHill, $reprint , 2013

4. Cyber security and Cyber Laws, Alfred Basta, Naddasta, Mary brown, ravindr

kumar, Cengage learning




COMPUTER GRAPHICS AND VISUALIZATION
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VI

Subject Code 15CS62 IA Marks 20

Number of Lecture Hours/Week 4 Exam Marks 80

Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04

Course objectives This course will enable students to

* Explain hardware, software and OpenGL Graphics iRvies.

» lllustrate interactive computer graphic using thee@GL.

» Design and implementation of algorithms for 2D dpiap Primitives and attributes.
» Demonstrate Geometric transformations, viewing ot 2D and 3D objects.

* Infer the representation of curves, surfaces, Cahar lllumination models

Module — 1 Teaching
Hours

Overview: Computer Graphics and OpenGL: Computer Graphics:Basics pflO Hours
computer graphics, Application of Computer Graphigleo Display Devices
Random Scan and Raster Scan displays, color CRTtengFlat panel displays.
Raster-scan systems: video controller, raster s@asplay processor, graphics
workstations and viewing systems, Input deviceaphics networks, graphics on
the internet, graphics software. OpenGL: Introductio OpenGL ,coordinate
reference frames, specifying two-dimensional waddrdinate reference frames
in OpenGL, OpenGL point functions, OpenGL line ftioks, point attributes,
line attributes, curve attributes, OpenGL pointilatite functions, OpenGL lin
attribute functions, Line drawing algorithms(DDA, reBenham’s), circl
generation algorithms (Bresenham’s).

Text-1:Chapter -1: 1-1 to 1-9,2-1 to 2-9 (Excludin@-5),3-1 to 3-5,3-9,3-20

Module — 2

Fill area Primitives, 2D Geometric Transformations and 2D viewing: Fill | 10 Hours
area Primitives: Polygon fill-areas, OpenGL polydinarea functions, fill are

attributes, general scan line polygon fill algomthOpenGL fill-area attribut
functions. 2DGeometric Transformations: Basic 28ofaetric Transformations,

matrix representations and homogeneous coordinatesrse transformations,
2DComposite transformations, other 2D transfornmetioraster methods for
geometric transformations, OpenGL raster transfaong, OpenGL geometri
transformations function, 2D viewing: 2D viewingopline, OpenGL 2D viewing
functions.

Text-1:Chapter 3-14 to 3-16,4-9,4-10,4-14,5-1 t0/”5-17,6-1,6-4

Module — 3

Clipping,3D Geometric Transformations, Color and llumination Models: | 10 Hours
Clipping: clipping window, normalization and viewpdransformations, clippin
algorithms,2D point clipping, 2D line clipping algihms: cohen-sutherland lin
clipping only -polygon fill area clipping: Suthend-Hodgeman polygon clippin
algorithm only.3DGeometric Transformations: 3D slation, rotation, scaling
composite 3D transformations, other 3D transforamej affine transformation
OpenGL geometric transformations functions. Colardéls: Properties of ligh
color models, RGB and CMY color models. llluminatiModels: Light sources,
basic illumination models-Ambient light, diffuseflextion, specular and phong

Q o™~
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model, Corresponding openGL functions.
Text-1:Chapter :6-2 to 6-08 (Excluding 6-4),5-9 td®-17(Excluding 5-15),12-
1,12-2,12-4,12-6,10-1,10-3

Module — 4

3D Viewing and Visible Surface Detection3DViewing:3D viewing concepts,10 Hours
3D viewing pipeline, 3D viewing coordinate paramete Transformation from
world to viewing coordinates, Projection transfotim@a, orthogonal projections,
perspective projections, The viewport transformagmd 3D screen coordinates.
OpenGL 3D viewing functions. Visible Surface Deteat Methods:
Classification of visible surface Detection alglnits, back face detection, depth
buffer method and OpenGL visibility detection funas.

Text-1:Chapter: 7-1 to 7-10(Excluding 7-7), 9-1 t®-3, 9-14

Module — 5

Input& interaction, Curves and Computer Animation: Input and Interaction: 10 Hours
Input devices, clients and servers, Display LiStsplay Lists and Modelling,
Programming Event Driven Input, Menus Picking, Bunb Interactive Model
Animating Interactive programs, Design of Intereeti programs, Logi
operations .Curved surfaces, quadric surfaces, GpeQuadric-Surface an
Cubic-Surface Functions, Bezier Spline Curves, &egurfaces, OpenGL curye
functions. Corresponding openGL functions.
Text-1:Chapter :8-3 to 8-6 (Excluding 8-5),8-9,84,8-11,3-8,8-18,13-11,3-
2,13-3,13-4,13-10

Text-2:Chapter 3: 3-1 to 3.11: Input& interaction

Course outcomes The students should be able to:

* Design and implement algorithms for 2D graphicengiives and attributes.

* lllustrate Geometric transformations on both 2D 8Bdobjects.

* Apply concepts of clipping and visible surface @&t in 2D and 3D viewing, and
lllumination Models.

» Decide suitable hardware and software for devetpgnaphics packages using
OpenGL.

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.
The students will have to answer FIVE full quessioselecting ONE full question from eac
module.

Text Books:

1. Donald Hearn & Pauline Baker: Computer Graphichv@penGL Version,3/ 4"
Edition, Pearson Education,2011

2. Edward Angel: Interactive Computer Graphics- A Tagwvn approach with OpenGl
5" edition. Pearson Education, 2008

Reference Books:

1. James D Foley, Andries Van Dam, Steven K Feindm JoHuges Computer graphi
with OpenGL: pearson education

2. Xiang, Plastock : Computer Graphics , sham’s patieries, ¥ edition, TMG.

3. Kelvin Sung, Peter Shirley, steven Baer : IntexactComputer Graphics, concef
and applications, Cengage Learning

DES

4. M M Raiker, Computer Graphics using OpenGL, Figarning/Elsevier




SYSTEM SOFTWARE AND COMPILER DESIGN
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)

SEMESTER - VI

Subject Code 15CS63 IA Marks 20

Number of Lecture Hours/Week 4 Exam Marks 80

Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04

Course objectives This course will enable students to

» Define System Software such as Assemblers, Loalesers and Macroprocessors
* Familiarize with source file, object file and extathle file structures and libraries

(@)

» Describe the front-end and back-end phases of demand their importance ft
students
Module — 1 Teaching

Hours

Introduction to System Software, Machine Architeetwf SIC and SIC/XE|. 10 Hours
Assemblers:Basic assembler functions, machine dependent assefebtures
machine independent assembler features, assembksignd options
Macroprocessors:Basicmacro processor functions,

Text book 1: Chapter 1. 1.1,1.2,1.3.1,1.3.2, Chap® : 2.1-2.4,Chapter4:
4.1.1,4.1.2

Module — 2

Loaders and Linkers: Basic Loader Functiondviachine Dependent Loaded O Hours
Features, Machine Independent Loader Features, eco@esign Options,
Implementation Examples.

Text book 1 : Chapter 3 ,3.1 -3.5

Module — 3

Introduction: Language Processors, The structure of a compilex,evaluation 10 Hours
of programming languages, The science of buildioghmler, Applications of
compiler technology, Programming language basics

Lexical Analysis: The role of lexical analyzer, Input buffering, $ijeations of
token, recognition of tokens, lexical analyzer gatw, Finite automate.

Text book 2:Chapter1 1.1-1.6 Chapter3 B—3.6

Module — 4

Syntax Analysis: Introduction, Role Of Parsers, teghFree Grammars, Writingl0 Hours
a grammar, Top Down Parsers, Bottom-Up Parsers;a@pePrecedence Parsing
Text book 2: Chapter4 4.14.24.34.4454.6 Textbook1:5.1.3

Module — 5

Syntax Directed Translation, Intermediate code geim®, Code generation 10 Hours
Text book 2: Chapter 5.1,5.2,5.3, 6.1, 6.2, 88.2

Course outcomes The students should be able to:

* Explain system software such as assemblers, lgddemrs and macroprocessors
» Design and develop lexical analyzers, parsers add generators
» Utilize lex and yacc tools for implementing diffeteconcepts of system software




Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.
The students will have to answer FIVE full quessioselecting ONE full question from eac
module.

Text Books:

1. System Software by Leland. L. Beck, D Manjuld,elition, 2012

2. Compilers-Principles, Techniques and Tools by Alfk¢ Aho, Monica S. Lam, Ravi

Sethi, Jeffrey D. Ullman. Pearsor? &dition, 2007

Reference Books:

1. Systems programming — Srimanta Pal , Oxford uniyepsess, 2016

2. System programming and Compiler Design, K C Loudsngage Learning
3. System software and operating system by D. M. Dhered TMG
4

. Compiler Design, K Muneeswaran, Oxford Universitg$3 2013.




OPERATING SYSTEMS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VI

Subject Code 15CS64 IA Marks 20

Number of Lecture Hours/Week 4 Exam Marks 80

Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04

Course objectives This course will enable students to

Introduce concepts and terminology used in OS
Explain threading and multithreaded systems
lllustrate process synchronization and concepteddiock

techniques

Introduce Memory and Virtual memory management Bjlstem and storage

Module — 1

Teaching
Hours

Introduction to operating systems, System structure: What operating systen
do; Computer System organization; Computer Systerhitacture; Operatin
System structure; Operating System operations;e8smanagement; Memo
management; Storage management; Protection anditgelustributed system
Special-purpose systems; Computing environmentgrddpg System Service
User - Operating System interface; System callge§yof system calls; Syste
programs; Operating system design and implementat@perating Systen
structure; Virtual machines; Operating System gatnan; System bootProcess

Management Process concept; Process scheduling; Operationpracesses|

Inter process communication

s10 Hours
J

ry
S

m

=}

Module — 2

Multi -threaded Programming: Overview; Multithreading models; Thred
Libraries; Threading issues. Process SchedulingicBaoncepts; Schedulin
Criteria; Scheduling Algorithms; Multiple-processoscheduling; Threa
scheduling. Process Synchronization: Synchronization: The critical sectid
problem; Peterson’s solution; Synchronization handy Semaphores; Classic
problems of synchronization; Monitors.

1d.0 Hours

g9
)
n

ral

Module — 3

Deadlocks :Deadlocks; System model; Deadlock characterizafibethods for
handling deadlocks; Deadlock prevention; Deadlocloidance; Deadloc
detection and recovery from deadlocklemory Management: Memory

management strategies: Background; Swapping; Qenigymemory allocation,;

Paging; Structure of page table; Segmentation.

10 Hours
K

Module — 4

Virtual Memory Managemen: Background; Demand paging; Copy-on-wri
Page replacement; Allocation of frames; Thrashingile System,
Implementation of File System:File system: File concept; Access methg
Directory structure; File system mounting; File ashg; Protection
Implementing File system: File system structurde Rystem implementatior

ite:0 Hours

ds;

Directory implementation; Allocation methods; Feggace management.

Module — 5

Secondary Storage Structures, Protection:Mass storage structures; DiskO Hours




structure; Disk attachment; Disk scheduling; Disknagement; Swap space
management. Protection: Goals of protection, Rplasiof protection, Domain ¢
protection, Access matrix, Implementation of accessrix, Access control,
Revocation of access rights, Capability- BasedesystCase Study: The Linux
Operating System: Linux history; Design principles; Kernel moduld3rocess
management; Scheduling; Memory Management; Fileesys Input and output;
Inter-process communication. r

—n

Courseoutcomes The students should be able to:

» Demonstrate need for OS and different types of OS

* Apply suitable techniques for management of deifieresources

» Use processor, memory, storage and file system @

» Realize the different concepts of OS in platfornusége through case studies

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer FIVE full quessioselecting ONE full question from eac
module.

Text Books:

1. Abraham Silberschatz, Peter Baer Galvin, Greg Gagperating System Principle® 7
edition, Wiley-India, 2006.

Reference Books

1. Ann McHoes Ida M Fylnn, Understanding Operatingt8ys Cengage Learning"6
Edition

2. D.M Dhamdhere, Operating Systems: A Concept Baggatdach 3rd Ed, McGraw-
Hill, 2013.

3. P.C.P. Bhatt, An Introduction to Operating Syste@ancepts and Practice 4th Edition
PHI(EEE), 2014.

4. William Stallings Operating Systems: Internals &wesign Principles, 6th Edition,
Pearson.




DATA MINING AND DATA WAREHOUSING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VI

Subject Code 15CS651 IA Marks 20

Number of Lecture Hours/Week 3 Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Course objectives This course will enable students to

» Define multi-dimensional data models.
» Explain rules related to association, classificaand clustering analysis.
» Compare and contrast between different classifoaind clustering algorithms

Module — 1 Teaching
Hours

Data Warehousin¢ & modeling: Basic Concepts: Data Warehousing:| 8 Hours
multitier Architecture, Data warehouse models: Eirise warehouse, Data mart
and virtual warehouse, Extraction, Transformatiowl doading, Data Cube: A
multidimensional data model, Stars, Snowflakes dract constellations:
Schemas for multidimensional Data models, Dimerssidrhe role of concey
Hierarchies, Measures: Their Categorization and paation, Typical OLAP,
Operations.

—

Module — 2

Data warehouse implementation& Data mining: Efficient Data Cube 8 Hours
computation: An overview, Indexing OLAP Data: Bitmendex and join index,
Efficient processing of OLAP Queries, OLAP servechitecture ROLAP versus
MOLAP Versus HOLAP.: Introduction: What is data mining, Challenges, Data
Mining Tasks, Data: Types of Data, Data QualitytdDRreprocessing, Measures
of Similarity and Dissimilarity,

Module — 3

Association Analysis Association Analysis: Problem Definition, Frequéteim | 8 Hours
set Generation, Rule generation. Alternative Meshtmt Generating Frequent
Item sets, FP-Growth Algorithm, Evaluation of Asstion Patterns.

Module — 4

Classification : Decision Trees Inductionylethod for Comparing Classifiers8 Hours
Rule Based Classifiers, Nearest Neighbor Classifidayesian Classifiers.

Module — 5

Clustering Analysis: Overview, K-Means, Agglomerative Hierarchi¢ca8 Hours
Clustering, DBSCAN, Cluster Evaluation, Density-BdsClustering, Graph
Based Clustering, Scalable Clustering Algorithms.

Course outcomes The students should be able to:

* Identify data mining problems and implement thead@arehouse
» Write association rules for a given data pattern.
» Choose between classification and clustering smiuti

Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.




The students will have to answer FIVE full quessioselecting ONE full question from each
module.

Text Books:

1. Pang-Ning Tan, Michael Steinbach, Vipin Kumar: d¢mohuction to Data Mining
Pearson, First impression,2014.

2. Jiawei Han, Micheline Kamber, Jian Pei: Data Mini@pncepts and Technique&’
Edition, Morgan Kaufmann Publisher, 2012.

W

Reference Books:

1. Sam Anahory, Dennis Murray: Data Warehousing inRieal World, Pearson,Tenth
Impression,2012.
2. Michael.J.Berry,Gordon.S.Linoff: Mastering Data hhg , Wiley Edition, second
edtion,2012.




SOFTWARE ARCHITECTURE AND DESIGN PATTERNS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VI

Subject Code 15CS652 IA Marks 20

Number of Lecture Hours/Week 3 Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Course objectives This course will enable students to

* To Learn How to add functionality to designs whilenimizing complexity.
* What code qualities are required to maintain tqkesle flexible?

* To Understand the common design patterns.

» To explore the appropriate patterns for design lprab

Module — 1 Teaching
Hours

Introduction : what is a design pattern? describing desigrepsi} the catalog af8 Hours
design pattern, organizing the catalog, how dega@tterns solve design
problems, how to select a design pattern, how &auslesign pattern. What |is
object-oriented development? , key concepts of abbggiented design other
related concepts, benefits and drawbacks of thedan

Module — 2

Analysis a Syster: overview of the analysis phase, stage 1: gatpetire| 8 Hours
requirements functional requirements specificatide@fining conceptual classes
and relationships, using the knowledge of the damabDesign ang
Implementation, discussions and further reading.

Module — 3

Design Pattern Catalo: Structural patterns, Adapter, bridge, composi&Hours
decorator, facade, flyweight, proxy.

Module — 4

Interactive systems and the MVC architectur: Introduction , The MVC 8 Hours
architectural pattern, analyzing a simple drawinggpam , designing the system,
designing of the subsystems, getting into imple#mt , implementing undp
operation , drawing incomplete items, adding a rfeature , pattern based
solutions.

Module — 5

Designing with Distributed Objects: Client server system, java remote meth@&Hours
invocation, implementing an object oriented systanthe web (discussions and
further reading) a note on input and output, selactatements, loops arrays.

Course outcomes The students should be able to:

» Design and implement codes with higher performamzelower complexity

* Be aware of code qualities needed to keep codiféex

» Experience core design principles and be abledesasthe quality of a design
with respect to these principles.

» Capable of applying these principles in the desigobject oriented systems.

 Demonstrate an understanding of a range of desiferps. Be capable of
comprehending a design presented using this voagbul

» Be able to select and apply suitable patternseécifip contexts

Question paper pattern:




The question paper will have TEN questions.
There will be TWO questions from each module.
Each question will have questions covering alltdpcs under a module.

The students will have to answer FIVE full quessioselecting ONE full question from eag
module.

Text Books:

1. Object-oriented analysis, design and implementaboshma dathan, sarnath
rammath, universities press,2013

2. Design patterns, erich gamma, Richard helan, Ralpian , john vlissides
,PEARSON Publication,2013.

Reference Books:

1. Frank Bachmann, RegineMeunier, Hans Rohnert “RatBaiented Software
Architecture” —=Volume 1, 1996.

2. William J Brown et al., "Anti-Patterns: RefactoriBgftware, Architectures and
Projects in Crisis", John Wiley, 1998.




OPERATIONS RESEARCH
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VI

Subject Code 15CS653 IA Marks 20

Number of Lecture Hours/Week 3 Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Course objectives This course will enable students to

* Formulate optimization problem as a linear prograngnproblem.
» Solve optimization problems using simplex method.

* Formulate and solve transportation and assignpremiems.

* Apply game theory for decision making problems.

Module - 1

Teaching
Hours

Introduction, Linear Programming: Introduction: The origin, nature ar
impact of OR; Defining the problem and gatheringtagaFormulating &

mathematical model; Deriving solutions from the mlpdlesting the model;

Preparing to apply the model; Implementation .

Introduction to Linear Programming Problem (LPP): Prototype example
Assumptions of LPP, Formulation of LPP and Graghiogethod various
examples.

@ Hours
|

Module — 2

Simplex Method- 1: The essence of the simplex method; Setting upithelax

method; Types of variables, Algebra of the simptethod; the simplex methad

in tabular form; Tie breaking in the simplex meth&iy M method, Two phas
method.

8 Hours

Module — 3

Simplex Method — 2: Duality Theory - The essence of duality theory, Prim& Hours

dual relationship, conversion of primal to duallgem and vice versa. The dyal

simplex method.

Module — 4

Transportation and Assignment Problems:The transportation problem, Initi
Basic Feasible Solution (IBFS) by North West Corferle method, Matrix
Minima Method, Vogel's Approximation Method. Optitreolution by Modified
Distribution Method (MODI). The Assignment proble/k Hungarian algorithm]
for the assignment problem. Minimization and Maxation varieties i
transportation and assignment problems.

aB Hours

Module — 5

Game Theory.: Game Theory: The formulation of two persons, zemm games

saddle point, maximin and minimax principle, Sotysimple games- a prototype

example; Games with mixed strategies; Graphicait&wsl procedure.
Metaheuristics: The nature of Metaheuristics, Tabu Search, Simal
Annealing, Genetic Algorithms.

8 Hours

ate

Course outcomes The students should be able to:

» Select and apply optimization techniques for vagiptoblems.

* Model the given problem as transportation and assént problem and solve.

» Apply game theory for decision support system.




Question paper pattern:

The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer FIVE full quessioselecting ONE full question from eac
module.

Text Books:

1. D.S. Hira and P.K. Gupta, Operations Research,i¢@e\Edition), Published by S.
Chand & Company Ltd, 2014

Reference Books:

1. S Kalavathy, Operation Research, Vikas Publishingdé¢ Pvt Limited, 01-Aug-2002
2. S D Sharma, Operation Researn€bdar Nath Ram Nath Publishers.




DISTRIBUTED COMPUTING SYSTEM
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VI

Subject Code 15CS654 IA Marks 20

Number of Lecture Hours/Week 3 Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Course objectives This course will enable students to

* Explain distributed system, their characteristatgllenges and system models.
» Describe IPC mechanisms tonremunicate between distributed objects
» lllustrate the operating system support a&ile Service architecturen a distributed

system
* Analyze the fundamental concepts, algorithms rdltdesynchronization.
Module — 1 Teaching

Hours

Characterization of Distributed Systems: Introduction, Examples of D$,8 Hours
Resource sharing and the Web, Challenges
System Models:Architectural Models, Fundamental Models

Module — 2

Inter Process Communication:Introduction, API for Internet Protocols, 8 Hours
External Data Representation and Marshalling,i€heServer Communication
Group Communication

Distributed Objects and RMI: Introduction, Communication between
Distributed Objects, RPC, Events and Notifications

Module — 3

Operating System Support:Introduction, The OS layer, Protection, Processes Hours
and Threads, Communication and Invocation , Opggatystem architecture
Distributed File Systems:Introduction, File Service architecture, Sun Networ
File System

Module — 4

Time and Global States: Introduction, Clocks, events and process stat8%lours
Synchronizing physical clocks, Logical time andidag clocks, Global states
Coordination and Agreement: Introduction, Distributed mutual exclusion,
Elections

Module — 5

Distributed Transactions: Introduction, Flat and nested distributed transastj| 8 Hours
Atomic commit protocols, Concurrency control in tdisuted transactions,
distributed deadlocks

Course outcomes The students should be able to:

» Explain the characteristics of a distributed sys&omg with its and design
challenges

e lllustrate the mechanism of IPC between distributiejkcts

» Describe the distributed file service architectanel the important characteristics of
SUN NFS.

« Discuss concurrency control algorithms appliedigtributed transactions

Question paper pattern:
The question paper will have TEN questions.




There will be TWO questions from each module.
Each question will have questions covering allttpcs under a module.

The students will have to answer FIVE full quessioselecting ONE full question from eac
module.

Text Books:

1. George Coulouris, Jean Dollimore and Tim Kindb@&tgtributed Systems — Concepts and
Design, §' Edition, Pearson Publications, 2009

Reference Books:

1. Andrew S Tanenbaum: Distributed Operating Syst@figdition, Pearson publication,
2007

2. Ajay D. Kshemkalyani and Mukesh Singhal, Distriltuit@omputing: Principles,
Algorithms and Systems, Cambridge University Pr2888

3. Sunita Mahajan, Seema Shan, “ Distributed Computi@gford University Press,2015




SYSTEM SOFTWARE AND OPERATING SYSTEM LABORATORY
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VI

Subject Code 15CSL67 IA Marks 20

Number of Lecture Hours/Week 011 + 02P Exam Marks 0O 8

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 02

Course objectives This course will enable students to

 To make students familiar with Lexical Analysis aBgntax Analysis phases

Compiler Design and implement programs on thesegshasing LEX & YACC tools

and/or C/C++/Java

* To enable students to learn different types of CGiebeduling algorithms used
operating system.

* To make students able to implement memory managempage replacement ar
deadlock handling algorithms

Description (If any):

Exercises to be prepared with minimum three filf¢re ever necessary):

i. Header file.

ii. Implementation file.

iii. Application file where main function will berpsent.
The idea behind using three files is to differeietinetween the developer and user side
the developer side, all the three files could belenasible. For the user side only header
and application files could be made visible, whicteans that the object code of t
implementation file could be given to the user glavith the interface given in the heag
file, hiding the source file, if required. Avoidd/operations (printf/scanf) and udata input
file where ever it is possible

Lab Experiments:

1.
a) Write a LEX program to recognize valatrithmetic expressionldentifiers in the
expression could be only integers and operatorddcbae + and *. Count th
identifiers & operators present and print them sajgdy.

b) Write YACC program to evaluatithmetic expressionnvolving operators:  +, -
*, and /

2. Develop, Implement and Execute a program using YAQI to recognize all string
ending withb preceded by a’s using the grammaa" b (note: inpuin value)

3. Design, develop and implement YACC/C program tostautt Predictive / LL(1)
Parsing Tablefor the grammar rulesA —aBa , B -bB | & Use this table to pars
the sentencaabba$

4. Design, develop and implement YACC/C program to destrate Shift Reduce
Parsing techniquefor the grammar rule€€ -E+T | T, T -oT*F | F, F -(E) | id
and parse the sentenae:+ id * id.

D

in

nd

5. In
file
he
ler

"

e

5. Design, develop and implement a C/Java progranenegte the machine code us

ng




Triples for the statemem = -B * (C +D) whose intermediate code in three-addf
form:

T1=-B
T2=C+D
T3=T1+T2
A=T3

. a) Write a LEX program to eliminatmmment linesn aC program and copy the
resulting program into a separate file.

b) Write YACC program to recognize valiidentifier, operators and keywords the
given text C program) file.

. Design, develop and implement a C/C++/Java progrsimulate the working g

Shortest remaining time and Round Robin (RR) scireglalgorithms. Experimen

with different quantum sizes for RR algorithm.

. Design, develop and implement a C/C++/Java progtammplement Banker's

algorithm. Assume suitable input required to denraws the results.

. Design, develop and implement a C/C++/Java progrtamimplement page
replacement algorithms LRU and FIFO. Assume swetablput required tg
demonstrate the results.

€SS

~ =—h

)]

Study Experiment / Project:

NIL

Course outcomes The students should be able to:

Implement and demonstrate Lexer's and Parser’s
Evaluate different algorithms required for managetngcheduling, allocation and
communication used in operating system.

Conduction of Practical Examination:

All laboratory experiments are to be includedgaoactical examination.

Students are allowed to pick one experiment froendh

Strictly follow the instructions as printed on th@ver page of answer script
Marks distribution: Procedure + Conduction + VB@:+ 50 +10 (80)

Change of experiment is allowed only once and markalotted to the procedure

part to be made zero




COMPUTER GRAPHICS LABORATORY WITH MINI PROJECT
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VI

Subject Code 15CSL68 IA Marks 20

Number of Lecture Hours/Week 011 + 02P Exam Marks 0O 8

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 02

Course objectives This course will enable students to

» Demonstrate simple algorithms using OpenGL GrapRrasitives and attributes.
* Implementation of line drawing and clipping algbrits using OpenGL functions

* Design and implementation of algorithms Geometaasformations on both 2D and

3D objects.

Description (If any):

Lab Experiments:

PART A
Design, develop, and implement the following progmas using OpenGL API

1. Implement Brenham’s line drawing algorithm for tgibes of slope.
Refer:Text-1: Chapter 3.5
Refer:Text-2: Chapter 8

2. Create and rotate a triangle about the origin afixkd point.
Refer:Text-1: Chapter 5-4

3. Draw a colour cube and spin it using OpenGL trams&tion matrices.
Refer:Text-2: Modelling a Coloured Cube

4. Draw a color cube and allow the user to move thmera suitably to experime
with perspective viewing.
Refer:Text-2: Topic: Positioning of Camera

5. Clip a lines using Cohen-Sutherland algorithm
Refer:Text-1: Chapter 6.7
Refer:Text-2: Chapter 8

6. To draw a simple shaded scene consisting of adearpa table. Define suitab
the position and properties of the light sourcenglavith the properties of th
surfaces of the solid object used in the scene.
Refer:Text-2: Topic: Lighting and Shading

7. Design, develop and implement recursively subdiadetrahedron to form 3
sierpinski gasket. The number of recursive steps I specified by the user.
Refer: Text-2: Topic: sierpinski gasket.

8. Develop a menu driven program to animate a flagguBiezier Curve algorithm
Refer: Text-1: Chapter 8-10

9. Develop a menu driven program to fill the polygamng scan line algorithm

nt

Project:

PART -B ( MINI-PROJECT) :
Student should develop mini project on the topientioned below or similar applicatiof
using Open GL API. Consider all types of attributé® color, thickness, styles, fon
background, speed etc., while doing mini project.
(During the practical exam: the students should demustrate and answer Viva-Voce
Sample Topics:
Simulation of concepts of OS, Data structures, algithms etc.

—t




Course outcomes The students should be able to:

*  Apply the concepts of computer graphics
* Implement computer graphics applications using @ien
* Animate real world problems using OpenGL

Conduction of Practical Examination:
1. All laboratory experiments from part A are to beluded for practical
examination.
Mini project has to be evaluated for 30 Marks asgb).
Report should be prepared in a standard formatpbesl for project work.
Students are allowed to pick one experiment froenldi
Strictly follow the instructions as printed on th@ver page of answer script.
Marks distribution:
a) Part A: Procedure + Conduction + Viva:10 + 35 +B #arks
b) Part B: Demonstration + Report + Viva voce = 15+1®+= 30 Marks
7. Change of experiment is allowed only once and maliksted to the procedure
part to be made zero.

OuhrWN

Reference books:

1. Donald Hearn & Pauline Baker: Computer Graphics#@ieVersion,¥ Edition,
Pearson Education,2011

2. Edward Angel: Interactive computer graphics- A Tapwvn approach with OpenGL,
5" edition. Pearson Education, 2011

3. M M Raikar, Computer Graphics using OpenGL, Fillgarning / Elsevier,
Bangalore / New Delhi (2013)




WEB TECHNOLOGY AND ITS APPLICATIONS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VII

Subject Code 15CS71 IA Marks 20

Number of Lecture Hours/Week 04 Exam Marks 80

Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04

Course Objectives This course will enable students to

lllustrate the Semantic Structure of HTML and CSS

Compose forms and tables using HTML and CSS

Design Client-Side programs using JavaScript amdes&ide programs
Infer Object Oriented Programming capabilities biffP

Examine JavaScript frameworks such as jQuery amn#lizme

using PHP

Module — 1

Teaching
Hours

Introduction to HTML, What is HTML and Where did ¢dome from?, HTML
Syntax, Semantic Markup, Structure of HTML DocunsenQuick Tour of
HTML Elements, HTML5 Semantic Structure Elementgydduction to CSS
What is CSS, CSS Syntax, Location of Styles, SetectThe Cascade: Ho
Styles Interact, The Box Model, CSS Text Styling.

10 Hours

W

Module — 2

HTML Tables and Forms, Introducing Tables, Styliigbles, Introducing
Forms, Form Control Elements, Table and Form Adbesg, Microformats,
Advanced CSS: Layout, Normal Flow, Positioning Eéens, Floating Element
Constructing Multicolumn Layouts, Approaches to CBE&yout, Responsiv
Design, CSS Frameworks.

) 10 Hours

[P AR

Module — 3

JavaScript: Client-Side Scripting, What is Javg8cand What can it do’
JavaScript Design Principles, Where does JavaS@q®, Syntax, JavaScri
Objects, The Document Object Model (DOM), JavaScivents, Forms
Introduction to Server-Side Development with PHPhal/ is Server-Sid
Development, A Web Server’s Responsibilities, Quiaur of PHP, Progran
Control, Functions

10 Hours
Dt

=
n

Module — 4

PHP Arrays and Superglobals, Arrays, $_GET and $P6uperglobal Arrays
$ SERVER Array, $ Files Array, Reading/Writing BilePHP Classes ar
Objects, Object-Oriented Overview, Classes and jen PHP, Objec
Oriented Design, Error Handling and Validation, Whare Errors an(
Exceptions?, PHP Error Reporting, PHP Error anception Handling

,10 Hours
d

t
)

Module — 5

Managing State, The Problem of State in Web Appboa, Passing Informatio
via Query Strings, Passing Information via the Urdth, Cookies, Serializatio
Session State, HTML5 Web Storage, Caching, AdvadeedScript and jQuery

JavaScript Pseudo-Classes, jQuery Foundations, AJA3ynchronous File

Transmission, Animation, Backbone MVC Framework$JLXProcessing an(

Nn10 Hours
N

Web Services, XML Processing, JSON, Overview of \8ebvices.

Course OutcomesAfter studying this course, students will be alole t

Adapt HTML and CSS syntax and semantics to build peges.




» Construct and visually format tables and forms gi$iTML and CSS

» Develop Client-Side Scripts using JavaScript and/&eSide Scripts using PHP fo
generate and display the contents dynamically.

» Appraise the principles of object oriented develeptrusing PHP

* Inspect JavaScript frameworks like jQuery and Bacidbwhich facilitates developer
to focus on core features.

Question paper pattern:

The question paper will have ten questions.
There will be 2 questions from each module.
Each question will have questions covering allttpcs under a module.
The students will have to answer 5 full questioselecting one full question from eagh
module.

Text Books:

1. Randy Connolly, Ricardo HoatFundamentals of Web Development”,1°Edition,
Pearson Education IndidSBN:978-9332575271)

Reference Books:

1) Robin Nixon, “Learning PHP, MySQL & JavaScript with jQuery, CSS and
HTML5", 4™Edition, O'Reilly Publications, 2015I%BN:978-9352130153)

2) Luke Welling, Laura ThomsotiPHP and MySQL Web Development”, 5" Edition,
Pearson Education, 2016SBN:978-9332582736)

3) Nicholas C Zakas“Professional JavaScript for Web Developers”,3¢ Edition,
Wrox/Wiley India, 2012.IEBN:978-8126535088)

4) David Sawyer Mcfarland/JavaScript & jQuery: The Missing Manual”’, 1%
Edition, O’Reilly/Shroff Publishers & Distributorg?vt Ltd, 2014 KSBN:978-
9351108078)

5) Zak Ruvalcaba Anne Boehm‘Murach’s HTML5 and CSS3", 3YEdition,
Murachs/Shroff Publishers & Distributors Pvt Ltd15. (SBN:978-9352133246)




ADVANCED COMPUTER ARCHITECTURES
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VII

Subject Code 15CS72 IA Marks

20

Number of Lecture Hours/Week 4 Exam Marks

80

Total Number of Lecture Hours 50 Exam Hours

03

CREDITS - 04

Course objectives This course will enable students to

Describe computer architecture.
Measure the performance of architectures in ternniglot parameters.
Summarize parallel architecture and the softwaeel tisr them.

Module - 1

Teaching
Hours

Theory of Parallelism: Parallel Computer Models,eT8&tate of Computing
Multiprocessors and Multicomputer ,Multivector aBtMD Computers ,PRAM
and VLSI Models, Program and Network Propertiesnditions of Parallelism
Program Partitioning and Scheduling, Program Flovechanisms, Systel
Interconnect Architectures, Principles of ScalaBlerformance, Performant
Metrics and Measures, Parallel Processing Apptioati Speedup Performan
Laws, Scalability Analysis and Approaches.

,10 Hours

mn
ce

e

Module — 2

Hardware Technologies: Processors and Memory HieyarAdvanced Process
Technology, Superscalar and Vector Processors, Mehlierarchy Technology
Virtual Memory Technology.

0A.0 Hours

Module — 3

Bus, Cache, and Shared Memory ,Bus Systems ,Ca@moly Organization
,Shared Memory Organizations ,Sequential and WeaksiStency Models
,Pipelining and Superscalar Techniques ,Linear lirpd’rocessors ,Nonline
Pipeline Processors ,Instruction Pipeline Designith/etic Pipeline Desigt
(Upto 6.4).

510 Hours

.

5
21
\

Module — 4

Parallel and Scalable Architectures: Multiprocess@and Multicomputer
,Multiprocessor System Interconnects, Cache Cokereand Synchronizatio
Mechanisms, Three Generations of Multicomputers s3ddge-Passin
Mechanisms ,Multivector and SIMD Computers ,VedRypocessing Principle
,Multivector Multiprocessors ,Compound Vector Pssiag ,SIMD Compute
Organizations (Upto 8.4),Scalable, Multithreadenld @ataflow Architectures
Latency-Hiding Techniques, Principles of Multithdgzg, Fine-Grain
Multicomputers, Scalable and Multithreaded Architees, Dataflow and Hybri
Architectures.

10 Hours

5
n
g
S
!

)

Module — 5

Software for parallel programming: Parallel Moddlanguages, and Compilerd0 Hours
,Parallel Programming Models, Parallel Language$ @ampilers ,Dependence
Analysis of Data Arrays ,Parallel Program Developmand Environments,
Synchronization and Multiprocessing Modes. Instarctand System Level
Parallelism, Instruction Level Parallelism ,Compui&rchitecture ,Contents,
Basic Design Issues ,Problem Definition ,Model of Tgpical Processor
,Compiler-detected Instruction Level Parallelisnpetand Forwarding ,Reorder




Buffer, Register Renaming ,Tomasulo’s Algorithm gBch Prediction,
Limitations in Exploiting Instruction Level Pardien ,Thread Leve
Parallelism.

Course outcomes The students should be able to:

» Explain the concepts of parallel computing and Wwaireé technologies
» Compare and contrast the parallel architectures
» lllustrate parallel programming concepts

Question paper pattern

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questicetecting one full question from each
module.

Text Books:
1. Kai Hwang and Naresh Jotwani, Advanced Computehifecture (SIE): Parallelism
Scalability, Programmability, McGraw Hill Educati@te. 2015

Reference Books:

1. John L. Hennessy and David A. Patterson, Computehifecture: A quantitative

approach, 5th edition, Morgan Kaufmann Elseveid, 320




MACHINE LEARNING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VI

Subject Code 15CS73 IA Marks 20

Number of Lecture Hours/Week 03 Exam Marks 80

Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04

Course Objectives This course will enable students to

» Define machine learning and problems relevant tohime learning.

» Differentiate supervised, unsupervised and reirdiorent learning

* Apply neural networks, Bayes classifier and k ngtareighbor, for problems appear
machine learning.

» Perform statistical analysis of machine learnirgdhteques.

Module — 1 Teaching
Hours

in

Introduction: Well posed learning problems, Designing a Learnsystem, 10 Hours
Perspective and Issues in Machine Learning.

Concept Learning: Concept learning task, Concept learning as sedfaig-S
algorithm, Version space, Candidate Eliminatioroatgm, Inductive Bias.

Text Book1, Sections: 1.1 — 1.3, 2.1-2.5, 2.7

Module — 2

Decision Tree Learning Decision tree representation, Appropriate probldors 10 Hours
decision tree learning, Basic decision tree legyrmailgorithm, hypothesis space search
in decision tree learning, Inductive bias in demistree learning, Issues in deci;Ln
tree learning.

Text Bookl, Sections: 3.1-3.7

Module — 3

Artificial Neural Networks: Introduction, Neural Network representatio®8 Hours
Appropriate problems, Perceptrons, Backpropagatigorithm.
Text book 1, Sections: 4.1 — 4.6

Module — 4

Bayesian Learning Introduction, Bayes theorem, Bayes theorem andceqn 10 Hours
learning, ML and LS error hypothesis, ML for prdadig probabilities, MDL
principle, Naive Bayes classifier, Bayesian batiefworks, EM algorithm

Text book 1, Sections: 6.1 — 6.6, 6.9, 6.11, 6.12

Module — 5

Evaluating Hypothesis Motivation, Estimating hypothesis accuracy, Basaf§ 12 Hours
sampling theorem, General approach for derivingfidence intervals, Difference in

error of two hypothesis, Comparing learning aldons.
Instance Based Learning: Introduction, k-nearest neighbor learning, locally
weighted regression, radial basis function, casesgd reasoning,
Reinforcement Learning: Introduction, Learning Task, Q Learning
Text book 1, Sections: 5.1-5.6, 8.1-8.5, 13.1-13.3

Course OutcomesAfter studying this course, students will be alole t

* |dentify the problems for machine learning. And estl the either supervise




unsupersvised or reinforcement learning.
» Explain theory of probability and statistics rethte machine learning
» |Investigate concept learning, ANN, Bayes classianearest neighbor, Q,

Question paper pattern:

The question paper will have ten questions.
There will be 2 questions from each module.
Each question will have questions covering alltdpcs under a module.

The students will have to answer 5 full questi@edecting one full question from each module.

Text Books:

1. Tom M. Mitchell, Machine Learnindndia Edition 2013, McGraw Hill Education.

Reference Books:

1. Trevor Hastie, Robert Tibshirani, Jerome Friedmhn,The Elements of Statistic
Learning, 2nd edition, springer series in statsstic

2. Ethem Alpaydin, Introduction to machine learninggand edition, MIT press.




NATURAL LANGUAGE PROCESSING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VII

Subject Code 15CS741 IA Marks 20
Number of Lecture Hours/Week 3 Exam Marks 80
Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Course objectives This course will enable students to

» Learn the techniques in natural language processing

* Be familiar with the natural language generation.

* Be exposed to Text Mining.

» Understand the information retrieval techniques
Module — 1 Teaching

Hours

Overview and language modelingOverview: Origins and challenges of NL
Language and Grammar-Processing Indian Languaged? HRpplications-
Information Retrieval. Language Modeling: Variousa@mar- based Langua
Models-Statistical Language Model.

P8 Hours

je

Module — 2

Word level and syntactic analysisWord Level Analysis: Regular Expressior
Finite-State Automata-Morphological Parsing-Spellierror Detection an

correction-Words and Word classes-Part-of Speedgifig. Syntactic Analysis:

Context-free Grammar-Constituency- Parsing-ProlstigilParsing.

19 Hours
)|

Module — 3

Extracting Relations from Text: From Word Sequencesto Dependency
Paths:

Introduction, Subsequence Kernels for Relation &&tion, A Dependency-Pa
Kernel for Relation Extraction and Experimental Exaion.

Mining Diagnostic Text Reports by Learning to Annotite Knowledge Roles
Introduction, Domain Knowledge and Knowledge Rolesame Semantics ar
Semantic Role Labeling, Learning to Annotate Cagséis Knowledge Roles an
Evaluations.

A Case Study in Natural Language Based Web SearchinFact System
Overview, The GlobalSecurity.org Experience.

8 Hours

h

d

[®X

Module — 4

Evaluating Self-Explanations in iSTART: Word Matching, Latent Semantic
Analysis, and Topic Models: Introduction, ISTART: Feedback Systen
ISTART: Evaluation of Feedback Systems,

Textual Signatures: Identifying Text-Types Using Laent Semantic Analysis
to Measure the Cohesion of Text Structuresintroduction, Cohesion, Col
Metrix, Approaches to Analyzing Texts, Latent SetiaAnalysis, Predictiong
Results of Experiments.

Automatic Document Separation: A Combination of Prdabilistic

Classification and Finite-State Sequence Modelingintroduction, Relateg
Work, Data Preparation, Document Separation asjaesee Mapping Problen
Results.

Evolving Explanatory Novel Patterns for Semanticalj-Based Text Mining:

8 Hours
1S,

|

—

Related Work, A Semantically Guided Model for Effee Text Mining.




Module — 5

INFORMATION RETRIEVAL AND LEXICAL RESOURCES: Information| 8 Hours
Retrieval: Design features of Information Retriev@ystems-Classical, Ngn
classical, Alternative Models of Information Reua — valuation Lexica
Resources: World Net-Frame Net- Stemmers-POS Taggmsearch Corpora.

Course outcomss: The students should be able to:

* Analyze the natural language text.

* Generate the natural language.

* Do Text mining.

* Apply information retrieval techniques.

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questiaetecting one full question from each
module.

Text Books:

1. Tanveer Siddiqui, U.S. Tiwary, “Natural Languageodtssing and Informatio
Retrieval”, Oxford University Press, 2008.
2. Anne Kao and Stephen R. Poteet (Eds), “Natural uaggProcessing and Te
Mining”, Springer-Verlag London Limited 2007.

=]

xt

Reference Books:

1. Daniel Jurafsky and James H Martin, “Speech and guage Processing
Anintroduction to Natural Language Processing, Catajonal Linguistics ang
SpeechRecognition”, 2nd Edition, Prentice Hall,200

2. James Allen, “Natural Language Understanding”, 2ndedition,
Benjamin/Cummingspublishing company, 1995.

3. Gerald J. Kowalski and Mark.T. Maybury, “InformatioStorage and Retriev
systems”, Kluwer academic Publishers, 2000.




CLOUD COMPUTING AND ITS APPLICATIONS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VII

Subject Code 15CS742 IA Marks

20

Number of Lecture Hours/Week 3 Exam Marks

80

Total Number of Lecture Hours 40 Exam Hours

03

CREDITS - 03

Course objectives This course will enable students to

Explain the fundamentals of cloud computing
lllustrate the cloud application programming anélkanplatform
Contrast different cloud platforms used in industry

Module - 1

Teaching
Hours

Introduction ,Cloud Computing at a Glance, The dfisiof Cloud Computing
Defining a Cloud, A Closer Look, Cloud Computing f&ence Model
Characteristics and Benefits, Challenges Ahead,toHisl Developments
Distributed Systems, Virtualization, Web 2.0, SesvOriented Computing
Utility-Oriented Computing, Building Cloud Compngff Environments
Application Development, Infrastructure and Systeavelopment, Computin
Platftorms and Technologies, Amazon Web Services $AW Google
AppEngine, Microsoft Azure, Hadoop, Force.com analeSorce.com
Manjrasoft Aneka

Virtualization, Introduction, Characteristics of riialized, Environment
Taxonomy of Virtualization Techniques, Executionrt\Malization, Other Type
of Virtualization, Virtualization and Cloud Compuog, Pros and Cons (
Virtualization, Technology Examples Xen: Paravilizetion, VMware: Full
Virtualization, Microsoft Hyper-V

, 8 Hours

(22

Module — 2

Cloud Computing Architecture, Introduction, Cloud efBrence Model
Architecture, Infrastructure / Hardware as a SeyiPlatform as a Servic
Software as a Service, Types of Clouds, Public @otrivate Clouds, Hybri
Clouds, Community Clouds, Economics of the Clouge® Challenges, Clou
Definition, Cloud Interoperability and Standardsafability and Fault Toleranc
Security, Trust, and Privacy Organizational Aspects

Aneka: Cloud Application Platform, Framework Ovemwi Anatomy of the

Aneka Container, From the Ground Up: Platform Addion Layer, Fabric¢

Services, foundation Services, Application ServidBsilding Aneka Clouds
Infrastructure Organization, Logical Organizatidrivate Cloud Deploymer
Mode, Public Cloud Deployment Mode, Hybrid Cloudplyment Mode, Cloug
Programming and Management, Aneka SDK, Managemawis T

—

)

Module — 3

Concurrent Computing: Thread Programming, Introdgd?arallelism for Singlé¢
Machine Computation, Programming Applications withreads, What is

Thread?, Thread APIs, Techniques for Parallel Cdatfmn with Threads
Multithreading with Aneka, Introducing the Threatbramming Model, Aneks
Thread vs. Common Threads, Programming Applicatwits Aneka Threads

28 Hours
A

A

Aneka Threads Application Model, Domain Decompositi Matrix




Multiplication, Functional Decomposition: Sine, @ws and Tangent.

High-Throughput Computing: Task Programming, Taskomputing,
Characterizing a Task, Computing Categories, Frammewfor Task Computing
Task-based Application Models, Embarrassingly RaralApplications,
Parameter Sweep Applications, MPI Applications, Wiow Applications with
Task Dependencies, Aneka Task-Based Programmingk TRrogramming
Model, Developing Applications with the Task Mod&leveloping Parameter
Sweep Application, Managing Workflows.

Module — 4

Data Intensive Computing: Map-Reduce Programmingat\’s Data-Intensive8 Hours
Computing?, Characterizing Data-Intensive Compotati Challenges Ahead,
Historical Perspective, Technologies for Data-Iste@ Computing, Storage
Systems, Programming Platforms, Aneka MapReducgr&mming, Introducin

the MapReduce Programming Model, Example Applicatio

Module — 5

Cloud Platforms in Industry, Amazon Web Servicesmpute Services, Storag® Hours
Services, Communication Services, Additional SawjcGoogle AppEngine,
Architecture and Core Concepts, Application Lifeedy Cost Model
Observations, Microsoft Azure, Azure Core Conce@QL Azure, Windows
Azure Platform Appliance.

Cloud Applications Scientific Applications, Healtdre: ECG Analysis in th
Cloud, Biology: Protein Structure Prediction, Bigjo Gene Expression Data
Analysis for Cancer Diagnosis, Geoscience: Satdititage Processing, Busingss
and Consumer Applications, CRM and ERP, Produgtivocial Networking
Media Applications, Multiplayer Online Gaming.

D

Course outcomes The students should be able to:

* Explain cloud computing, virtualization and clagservices of cloud computing

» lllustrate architecture and programming in cloud

» Describe the platforms for development of cloudliggtions and List the applicatiq
of cloud.

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questiaetecting one full question from each
module.

Text Books:
1. Rajkumar Buyya, Christian Vecchiola, and ThamaraelviS  Mastering
Cloud. Computing McGraw Hill Education

Reference Books:

1. Dan C. Marinescu, Cloud Computing Theory and Pca¢tiMorgan Kaufmann
Elsevier 2013.




INFORMATION AND NETWORK SECURITY
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VII

Subject Code 15CS743 IA Marks 20

Number of Lecture Hours/Week 3 Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Course objectives This course will enable students to

» Analyze the cryptographic processes.
* Summarize the digital security process.
» Indicate the location of a security process ingiven system

Module — 1 Teaching
Hours

Introduction. How to Speak Crypto. Classic Cry@anple Substitution Cipher.8 Hours
Cryptanalysis of a Simple Substitution. Definitionf Secure. Doublé
Transposition Cipher. One-time Pad. Project VENON2odebook Cipher.
Ciphers of the Election of 1876. Modern Crypto Higt Taxonomy oOf
Cryptography. Taxonomy of Cryptanalysis.

A} %4

Module — 2.

What is a Hash Function? The Birthday Problem.Ngptographic Hashes. 8 Hours
Tiger Hash. HMAC. Uses of Hash Functions. OnlinelsBiSpam Reduction.
Other Crypto-Related Topics. Secret Sharing. Kegr@g. Random Numbers.
Texas Hold 'em Poker. Generating Random Bits. in&tion Hiding.

Module — 3

Random number generation Providing freshness Fued@mts of entity 8 Hours
authentication Passwords Dynamic password schemeso-khowledge
mechanisms Further reading Cryptographic Protodtigtocol basics Fron
objectives to a protocol Analysing a simple protofoithentication and key
establishment protocols

o}

Module — 4

Key management fundamentals Key lengths and ligindey generation Key8 Hours
establishment Key storage Key usage Governing kagagement Public-Key
Management Certification of public keys The cectfe lifecycle Public-key
management models Alternative approaches

Module — 5

Cryptographic Applications Cryptography on the inet Cryptography fof 8 Hours
wireless local area networks Cryptography for mmbiklecommunications
Cryptography for secure payment card transactiongt@graphy for videg
broadcasting Cryptography for identity cards Crgpaphy for home users

Course outcomes The students should be able to:

* Analyze the Digitals security lapses
» [lllustrate the need of key management

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questiaetecting one full question from each
module.




Text Books:

1. Information Security: Principles and Practice, Huition by Mark Stampviley
2. Everyday Cryptography: Fundamental Principles apgdli&ations Keith M. Martin
Oxford Scholarship Online: December 2013

Reference Books:

1. Applied Cryptography Protocols, Algorithms, and 8&uCode in C by Bruce
Schneier




UNIX SYSTEM PROGRAMMING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VII

Subject Code 15CS744 IA Marks 20
Number of Lecture Hours/Week 3 Exam Marks 80
Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03
Course objectives This course will enable students to
* Explain the fundamental design of the unix operptipstem
» Familiarize with the systems calls provided in tim& environment
» Design and build an application/service over thix operating system
Module — 1 Teaching
Hours

Introduction: UNIX and ANSI Standards: The ANSI @&dard, The ANSI/ISC
C++ Standards, Difference between ANSI C and CHie POSIX Standard:s
The POSIX.1 FIPS Standard, The X/Open StandarddXl#dd POSIX APIs:
The POSIX APIs, The UNIX and POSIX Development Eownment, API
Common Characteristics.

D 8 Hours

5,

Module — 2

UNIX Files and APIs: File Types, The UNIX and POSF{e System, The
UNIX and POSIX File Attributes, Inodes in UNIX Sgst V, Application
Program Interface to Files, UNIX Kernel Support fétes, Relationship of (
Stream Pointers and File Descriptors, Directorgdg;iHard and Symbolic Link
UNIX File APIs: General File APIs, File and Recdrdcking, Directory File
APIs, Device File APIs, FIFO File APIs, Symbolionki File APIs.

» 8 Hours

Ur—\7

Module — 3

UNIX Processes and Process Control: The Environroérst UNIX Process:
Introduction, main function, Process Terminatiomn@®nand-Line Arguments,
Environment List, Memory Layout of a C Program, lgaLibraries, Memory
Allocation, Environment Variables, setimp and langj Functions, getrlimit,
setrlimit Functions, UNIX Kernel Support for Proses. Process Control
Introduction, Process ldentifiers, fork, vfork, gxwvait, waitpid, wait3, wait4
Functions, Race Conditions, exec Functions, Changieer IDs and Group
IDs, Interpreter Files, system Function, Processofinting, User Identification,
Process Times, I/0O Redirection. Process Relatipsshintroduction, Terminal
Logins, Network Logins, Process Groups, SessiomitrGlling Terminal,

tcgetpgrp and tcsetpgrp Functions, Job Control)l $hescution of Programs,
Orphaned Process Groups.

8 Hours

Module — 4

Signals and Daemon Processes: Signals: The UNIXeé{&upport for Signals
signal, Signal Mask, sigaction, The SIGCHLD Sigaatl the waitpid Functior
The sigsetjmp and siglongjmp Functions, Kill, Alarmterval Timers, POSIX.Ik
Timers. Daemon Processes: Introduction, Daemonacteistics, Coding Rule
Error Logging, Client-Server Model.

,8 Hours

)

Module — 5

Interprocess Communication : Overview of IPC Met#hoBipes, popen, pclos

5& Hours

Functions, Coprocesses, FIFOs, System V IPC, Mesagues, Semaphoré

F




Shared Memory, Client-Server Properties, Streame®ipPassing Fil
Descriptors, An Open Server-Version 1, Client-Sef#ennection Functions.

D

Course outcomes The students should be able to:

» Ability to understand and reason out the workindgJafx Systems
» Build an application/service over a Unix system.

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questiaetecting one full question from each
module.

Text Books:

1. Unix System Programming Using C++ - Terrence Clradhl, 1999.
2. Advanced Programming in the UNIX Environment - WelRird Stevens, Stephen A.
Rago, 3nd Edition, Pearson Education / PHI, 2005.

Reference Books:

1. Advanced Unix Programming- Marc J. Rochkind, 2ndtigd, Pearson Educatiof
2005.

2. The Design of the UNIX Operating SystenMaurice.J.Bach, Pearson Educatio
PHI, 1987.

3. Unix Internals - Uresh Vahalia, Pearson Educat2@l.

—




SOFT AND EVOLUTIONARY COMPUTING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VII

Subject Code 15CS751 IA Marks 20

Number of Lecture Hours/Week 3 Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Course objectives This course will enable students to

» Familiarize with the basic concept of soft compgtamd intelligent systems
» Compare with various intelligent systems
* Analyze the various soft computing techniques

Module — 1 Teaching
Hours

Introduction to soft computing: ANN, FS,GA, SI, E§omparing among8 Hours
intelligent systems
ANN: introduction, biological inspiration, BNN&ANN,classification, first
Generation NN, perceptron, illustrative problems

Text Book 1: Chapterl: 1.1-1.8, Chapter2: 2.1-2.6

Module — 2

Adaline, Medaline, ANN: (¥ generation), introduction, BPN, KNN,HNNS8 Hours
BAM, RBF,SVM and illustrative problems
Text Book 1: Chapter2: 3.1,3.2,3.3,3.6,3.7,3.10,3.1

Module — 3

Fuzzy logic. introduction, human learning ability, undeciddlyili probability| 8 Hours
theory, classical set and fuzzy set, fuzzy set apmrs, fuzzy relations, fuzz
compositions, natural language and fuzzy interpicets, structure of fuzz
inference system, illustrative problems

Text Book 1: Chapter 5

<

Module — 4

Introduction to GA, GA, procedures, working of GAGA applications, 8 Hours
applicability, evolutionary programming, working &P, GA based Machine
learning classifier system, illustrative problems
Text Book 1: Chapter 7

Module — 5

Swarm Intelligent system:Introduction, Background of SI, Ant colony system 8 Hours
Working of ACO, Particle swarm Intelligence(PSO).
Text Book 1: 8.1-8.4, 8.7

Course outcomes The students should be able to:

* Understand soft computing techniques
* Apply the learned techniques to solve realistabpems
» Differentiate soft computing with hard computinghaiques

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questicetecting one full question from each
module.




Text Books:

1. Soft computing : N. P Padhy and S P Simon , Oxtémdversity Press 2015

Reference Books:

1. Principles of Soft Computing, Shivanandam, Deepd SViley India, ISBN
13: 2011




COMPUTER VISION AND ROBOTICS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VII

Subject Code 15CS752 IA Marks 20

Number of Lecture Hours/Week 3 Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Course objectives This course will enable students to

* Review image processing techniques for computeéorvis

* Explain shape and region analysis

» lllustrate Hough Transform and its applicationslébect lines, circles, ellipses

» Contrast three-dimensional image analysis techsiquamotion analysis and
applications of computer vision algorithms

Module — 1 Teaching
Hours

CAMERAS: Pinhole CamerasRadiometry — Measuring Light: Light in | 8 Hours
Space, Light Surfaces, Important Special Casssurces, Shadows, And
Shading: Qualitative Radiometry, Sources and Their Effettscal Shading
Models, Application: Photometric Stereo, Interreflens: Global Shading
Models, Color: The Physics of Color, Human Color Perception, Begnting
Color, A Model for Image Color, Surface Color framage Color.

Module — 2

Linear Filters: Linear Filters and Convolution, Shift Invariant egr Systems, 8 Hours
Spatial Frequency and Fourier Transforms, Sampéing Aliasing, Filters a
Templates,Edge Detection: Noise, Estimating Derivatives, Detecting Edges,
Texture: Representing Texture, Analysis (and Synthesis) dJs@riented
Pyramids, Application: Synthesis by Sampling Loddbdels, Shape fro

Texture.

Module — 3

The Geometry of Multiple Views: Two Views, Stereopsis: Reconstruction, 8 Hours
Human Stereposis, Binocular Fusion, Using More Gasjé&egmentation by
Clustering: What Is Segmentation?, Human Vision: Grouping aretstalt,
Applications: Shot Boundary Detection and Backgbu®ubtraction, Imag
Segmentation by Clustering Pixels, Segmentatio@taph-Theoretic Clustering,

112

Module — 4

Segmentation by Fitting a Model:The Hough Transform, Fitting Lines, Fitting Hours
Curves, Fitting as a Probabilistic Inference Peabl Robustnes§egmentation
and Fitting Using Probabilistic Methods: Missing Data Problems, Fitting, and
Segmentation, The EM Algorithm in Practideacking With Linear Dynamic
Models: Tracking as an Abstract Inference Problem, Linegnddic Models
Kalman Filtering, Data Association, Applicationsdaxamples

Module — 5

Geometric Camera Models: Elements of Analytical Euclidean Geometng Hours
Camera Parameters and the Perspective Projectifinge ACameras and Affin
Projection Equations, Geometric Camera Calibration: Least-Square
Parameter Estimation, A Linear Approach to Cameabb€tion, Taking Radial
Distortion into Account, Analytical Photogrammetgn Application: Mobile
Robot Localization,Model- Based Vision: Initial Assumptions, Obtainin




Hypotheses by Pose Consistency, Obtaining Hypashésepose Clustering,
Obtaining Hypotheses Using Invariants, Verificatidkpplication: Registration
In Medical Imaging Systems, Curved Surfaces andritient.

Course outcomes The students should be able to:

* Implement fundamental image processing technigegsired for computer vision
» Perform shape analysis

* Implement boundary tracking techniques

» Apply chain codes and other region descriptors

* Apply Hough Transform for line, circle, and ellipdetections.

* Apply 3D vision techniques.

* Implement motion related techniques.

» Develop applications using computer vision techagju

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questiaetecting one full question from each
module.

Text Books:

1. David A. Forsyth and Jean Ponce: Computer VisiégnModern Approach, PHI
Learning (Indian Edition), 2009.

Reference Books:

2. E. R. Davies: Computer and Machine Vision — Thedigorithms and Practicalities,
Elsevier (Academic Press)" #dition, 2013.




DIGITAL IMAGE PROCESSING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VII

Subject Code 15CS753 IA Marks 20

Number of Lecture Hours/Week 3 Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Course objectives This course will enable students to

» Define the fundamental concepts in image processing
» Evaluate techniques followed in image enhancements
» lllustrate image segmentation and compression itigos

Module — 1 Teaching
Hours

Introduction Fundamental Steps in Digital Image Processing, Gorapts of an 8 Hours
Image Processing System, Sampling and Quantizai@presenting Digital
Images (Data structure), Some Basic Relationshiggsv@n Pixels- Neighbors
and Connectivity of pixels in image, Applicationslmage Processing: Medical
imaging, Robot vision, Character recognition, Resrféénsing.

Module — 2

Image Enhancement In The Spatial Domain:Some Basic Gray Level8 Hours
Transformations, Histogram Processing, Enhancersitig Arithmetic/Logic
Operations, Basics of Spatial Filtering, SmoothBygatial Filters, Sharpening
Spatial Filters, Combining Spatial Enhancement Mdh

Module — 3

Image Enhancement In Frequency Domain: 8 Hours
Introduction, Fourier Transform, Discrete Fourieaisform (DFT), properties
of DFT , Discrete Cosine Transform (DCT), Imagéefiing in frequency domain).

Module — 4

Image Segmentatio: Introduction, Detection of isolated points, lidetection, 8 Hours
Edge detection, Edge linking, Region based segrtient&Region growing, split
and merge technique, local processing, regionatgasing, Hough transforn
Segmentation using Threshold.

-]

Module — 5

Image Compressiol: Introduction, coding Redundancy , Inter-pixeluadancy,| 8 Hours
image compression model, Lossy and Lossless cosipredHuffman Coding,
Arithmetic Coding, LZW coding, Transform Coding,Bumage size selection,
blocking, DCT implementation using FFT, Run lengtiding.

Course outcomes The students should be able to:

» Explain fundamentals of image processing
» Compare transformation algorithms
» Contrast enhancement, segmentation and comprdssiomques

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questicetecting one full question from each
module.




Text Books:

1. Rafael C G., Woods R E. and Eddins S L, Digitalgm&rocessing, Prentice Hall
edition, 2008.

Reference Books:

1. Milan Sonka,”Image Processing, analysis and Mackis®n”, Thomson Press Indig
Ltd, Fourth Edition.

2. Fundamentals of Digital Image Processing- Anil &nJ2nd Edition, Prentice Hall g
India.

3. S. Sridhar , Digital Image Processing, Oxford Unsity Press, %' Ed, 2016.

=



STORAGE AREA NETWORKS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VII

Subject Code 15CS754 IA Marks 20

Number of Lecture Hours/Week 3 Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Course objectives This course will enable students to

Evaluate storage architectures,

Examine emerging technologies including IP-SAN
Understand logical and physical components of egtinfrastructure
Identify components of managing and monitoringdh&a center

Define backup, recovery, disaster recovery, busigestinuity, and replication

Define information security and identify differestbrage virtualization technologies

Module - 1

Teaching
Hours

Storage Systenlintroduction to evolution of storage architectutey data cente
elements, virtualization, and cloud computing. Kiaya center elements — Hg
(or compute), connectivity, storage, and applicatio both classic and virtuz

environments. RAID implementations, techniques, #wkls along with the

impact of RAID on application performance.Composeot intelligent storage
systems and virtual storage provisioning and iigielit storage systel
implementations.

r8 Hours
DSt
Al

D
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Module — 2

Storage Networking Technologies and VirtualizationFibre Channel SAN
components, connectivity options, and topologieduiting access protectig
mechanism ‘zoning”, FC protocol stack, addressind aperations, SAN-base
virtualization and VSAN technology, iISCSI and FCpirotocols for storag
access over IP network, Converged protocol FCoEitsntbmponents, Networ,
Attached Storage (NAS) - components, protocol apeérations, File leve
storage virtualization, Object based storage arftedrstorage platform.

| 8 Hours

Module — 3

Backup, Archive, and ReplicationThis unit focuses on information availabili
and business continuity solutions in both virtuadizand non-virtualize
environments. Business continuity terminologiesanping and solutiong
Clustering and multipathing architecture to avartgke points of failure, Backu
and recovery - methods, targets and topologiess Beduplication and backup
virtualized environment, Fixed content and datahiaes Local replication ir
classic and virtual environments, Remote replicatio classic and virtug
environments, Three-site remote replication andinoaus data protection

ty Hours

Module — 4

Cloud Computing Characteristics and benefits This unit focuses on the8 Hours
business drivers, definition, essential charadtesisand phases of journey to the

Cloud. ,Business drivers for Cloud computing, Digion of Cloud computing
Characteristics of Cloud computing, Steps involiretransitioning from Classi

data center to Cloud computing environment Servaresd deployment models,

Cloud infrastructure components, Cloud migrationsiderations

Module — 5




Securing and Managing Storage Infrastructure This chapter focuses ar8 Hours
framework and domains of storage security alonghwibvering security
implementation at storage networking. Securitgals, and countermeasures in
various domains Security solutions for FC-SAN, WNS and NAS
environments, Security in virtualized and cloud iemvments, Monitoring an
managing various information infrastructure compuasen classic and virtual
environments, Information lifecycle management ()Lind storage tiering,
Cloud service management activities

-

Course outcomes The students should be able to:

» Identify key challenges in managing information aadalyze different storag
networking technologies and virtualization

» Explain components and the implementation of NAS

» Describe CAS architecture and types of archivesfammds of virtualization

» llustrate the storage infrastructure and manageaiities

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questicetecting one full question from each
module.

Text Books:

1. Information Storage and Management,Author :EMC Etioa Services, Publisher:
Wiley ISBN: 9781118094839

2. Storage Virtualization, Author: Clark Tom, PubkshAddison Wesley Publishing
Company ISBN : 9780321262516

Reference Books:

NIL




MACHINE LEARNING LABORATORY
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VII

Subject Code 15CSL76 IA Marks 20

Number of Lecture Hours/Week 011 + 02P Exam Marks 0O 8

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 02

Course objectives This course will enable students to

1. Make use of Data sets in implementing the macleaeing algorithms

2. Implement the machine learning concepts and alguostin any suitable language of

choice.

Description (If any):

1. The programs can be implemented in either JAVAythén.

2. For Problems 1 to 6 and 10, programs are to belajgs@ without using the built-i
classes or APIs of Java/Python.

3. Data sets can be taken from standard reposit
(https://archive.ics.uci.edu/ml/datasets.html) @amstructed by the students.

Lab Experiments:

1. Implement and demonstratetfdND-Salgorithm for finding the most specifi
hypothesis based on a given set of training datekss. Read the training data fron
.CSV file.

2. For a given set of training data examples storea irCSV file, implement an
demonstrate th€andidate-Elimination algorithmto output a description of the s
of all hypotheses consistent with the training egkas

3. Write a program to demonstrate the working of thecislon tree basedD3
algorithm. Use an appropriate data set for building thesiecitree and apply th
knowledge toclassify a new sample.

4. Build an Artificial Neural Network by implementinghe Backpropagation
algorithm and test the same using appropriate data sets.

5. Write a program to implement theaive Bayesian classifie for a sample training
data set stored as a .CSV file. Compute the acgwfathe classifier, considering fe
test data sets.

6. Assuming a set of documents that need to be dedsifise thenaive Bayesiar
Classifier model to perform this task. Built-in Java clas8®3/can be used to writ
the program. Calculate the accuracy, precisionraaall for your data set.

7. Write a program to construcBayesian networl considering medical data. Use tl
model to demonstrate the diagnosis of heart patiasing standard Heart Dises
Data Set. You can use Java/Python ML library cllggel.

8. Apply EM algorithm to cluster a set of data stored in a .CSV filee the same dat
set for clustering usink-Means algorithm. Compare the results of these t
algorithms and comment on the quality of clusterivigu can add Java/Python M
library classes/API in the program.
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9. Write a program to implemertNearest Neighbour algorithn to classify the irig
data set. Print both correct and wrong predictidasa/Python ML library classes ¢
be used for this problem.

10.Implement the non-parametrimcally Weighted Regressioalgorithm in order to

fit data points. Select appropriate data set faryxperiment and draw graphs.




Study Experiment / Project:

NIL

Course outcomes The students should be able to:

1. Understand the implementation procedures for thehina learning algorithms.
2. Design Java/Python programs for various Learniggrihms.

3. Applyappropriate data sets to the Machine Learaiggrithms.

4. Identify and apply Machine Learning algorithms adve real world problems.

Conduction of Practical Examination:

» All laboratory experiments are to be included foaqtical examination.

» Students are allowed to pick one experiment froenoh

» Strictly follow the instructions as printed on thaver page of answer script

* Marks distribution: Procedure + Conduction + VR@:+ 50 +10 (80)
Change of experiment is allowed only once and marlalotted to the procedure part to
be made zero.




WEB TECHNOLOGY LABORATORY WITH MINI PROJECT
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VII

Subject Code 15CSL77 IA Marks 20

Number of Lecture Hours/Week 011 + 02P Exam Marks 0O 8

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 02

Course objectives This course will enable students to

1. Design and develop static and dynamic web pages.

2. Familiarize with Client-Side Programming, Served&Programming, Active server
Pages.

3. Learn Database Connectivity to web applications.

Description (If any):

NIL

Lab Experiments:

PART A

1. Write a JavaScript to design a simple calculatgpeédorm the following operations:
sum, product, difference and quotient.
2. Write a JavaScript that calculates the squaresabés of the numbers from 0 to 10
and outputs HTML text that displays the resultiadues in an HTML table format.
3. Write a JavaScript code that displays text “TEXT@RING” with increasing font
size in the interval of 100ms in RED COLOR, whee font size reaches 50pt
displays “TEXT-SHRINKING” in BLUE color. Then theoht size decreases to 5pt.
4. Develop and demonstrate a HTML5S file that includesaScript script that use
functions for the following problems:
a. Parameter: A string
b. Output: The position in the string of the left-masivel
c. Parameter: A number
d. Output: The number with its digits in the reversees
5. Design an XML document to store information aboustadent in an engineering
college affiliated to VTU. The information must lnde USN, Name, and Name pof
the College, Branch, Year of Joining, and email Mhke up sample data for |3
students. Create a CSS style sheet and use &ptagithe document.
6. Write a PHP program to keep track of the numbevisitors visiting the web pag
and to display this count of visitors, with properadings.
7. Write a PHP program to display a digital clock whdisplays the current time of the
server.
8. Write the PHP programs to do the following:
a. Implement simple calculator operations.
b. Find the transpose of a matrix.
c. Multiplication of two matrices.
d. Addition of two matrices.

it
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9. Write a PHP program named states.py that declareariable states with valu

"Mississippi Alabama Texas Massachusetts Kansaste w PHP program that does

the following:

a. Search for a word in variable states that enda# $tore this word in eleme
0 of a list named statesList.

b. Search for a word in states that begins with k a@ndis in s. Perform a cas
insensitive comparison. [Note: Passing re.las arsb@arameter to methg
compile performs a case-insensitive comparisomieSthis word in element
of statesList.

c. Search for a word in states that begins with M amdks in s. Store this
word in element 2 of the list.

d. Search for a word in states that ends in a. Stesevtord in element 3 of th
list.

e

e-
d

=Y

10.Write a PHP program to sort the student recordschviaire stored in the database

using selection sort.

Study Experiment / Project:

Develop a web application project using the langsaand concepts learnt in the theory and
exercises listed in part A with a good look and &ftects. You can use any web technolog

and frameworks and databases.

Note:
1. In the examination each student picks one guresbm part A.

2. A team of two or three students must develemtimi project. However during
the examination, each student must demongtratproject individually.

3. The team must submit a brief project reportZ09ages) that must include the
following
a. Introduction
b. Requirement Analysis
c. Software Requirement Specification
d. Analysis and Design
e. Implementation
f. Testing

es

Course outcomes The students should be able to:

» Design and develop dynamic web pages with goodhestsense of designing
and latest technical know-how's.

» Have a good understanding of Web Application Teolugies, Internet Tools
other web services.

» Learn how to link and publish web sites

Conduction of Practical Examination:

1. All laboratory experiments from part A are to beluded for practical

examination.




Mini project has to be evaluated for 30 Marks.

Report should be prepared in a standard formatpbesl for project work.
Students are allowed to pick one experiment froenldi

Strictly follow the instructions as printed on th@ver page of answer script.
Marks distribution:

a) Part A: Procedure + Conduction + Viva:10 + 35 +B #arks

b) Part B: Demonstration + Report + Viva voce = 15+1®+= 30 Marks
Change of experiment is allowed only once and mallkéted to the procedure part to be
made zero.
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INTERNET OF THINGS TECHNOLOGY
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER - VIII

Subject Code 15CS81 IA Marks 20

Number of Lecture Hours/Week 04 Exam Marks 80

Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04

Course ObjectivesThis course will enable students to

» Assess the genesis and impact of IoT applicatanthitectures in real world.

» lllustrate diverse methods of deploying smart disj@nd connect them to network.

» Compare different Application protocols for 10T.
* Infer the role of Data Analytics and Security i lo

» Identifysensor technologies for sensing real wetities and understand the role of IoT

various domains of Industry.

Module — 1

Teaching
Hours

What is 10T, Genesis of 10T, 10T and Digitizatido,T Impact, Convergence of IT ar
0T, loT Challenges, 10T Network Architecture ancedign, Drivers Behind Nev
Network Architectures, Comparing loT Architectures,Simplified 10T Architecture
The Core IoT Functional Stack, 10T Data Managenagict Compute Stack.

dL0 Hours
V

Module — 2
Smart Objects: The “Things” in 10T, Sensors, Actugtf and Smart Objects, Seng
Networks, Connecting Smart Objects, Communicatio@siteria, 10T Access

Technologies.

5ak0 Hours

Module — 3

IP as the loT Network Layer, The Business CaselPorThe need for Optimizatior
Optimizing IP for IoT, Profiles and Compliances, pAipation Protocols for 10T, Th
Transport Layer, IoT Application Transport Methods.

1,10 Hours

a)

Module — 4

Data and Analytics for 10T, An Introduction to Datenalytics for 10T, Machine
Learning, Big Data Analytics Tools and Technolodydge Streaming Analytics
Network Analytics, Securing 10T, A Brief History @T Security, Common Challeng
in OT Security, How IT and OT Security Practices] éystems Vary, Formal Ris
Analysis Structures: OCTAVE and FAIR, The Phasedli&ption of Security in an
Operational Environment

10 Hours
bS
k
I

Module — 5

IoT Physical Devices and Endpoints - Arduino UNMtroduction to Arduino, Arduing
UNO, Installing the Software, Fundamentals of AmtuProgramming. lo
Physical Devices and Endpoints - RaspberryPi: thiction to RaspberryPi, About tf
RaspberryPi Board: Hardware Layout, Operating $ysten RaspberryPi, Configurin
RaspberryPi, Programming RaspberryPi with PythoireMss Temperature Monitorin
System Using Pi, DS18B20 Temperature Sensor, CtingeRaspberry Pi via SSH
Accessing Temperature from DS18B20 sensors, Reamtess to RaspberryPi, Sm

10 Hours

-
e
g
g
1,
art

and Connected Cities, An loT Strategy for Smartgie§; Smart City IoT Architecture

n



Smart City Security Architecture, Smart City Uses€&xamples.

Course OutcomesAfter studying this course, students will be alale t

Interpret the impact and challenges posed by lofivarks leading to new architectur|
models.
Compare and contrast the deployment of smart abgeud the technologies to connect th
to network.

Appraise the role of 10T protocols for efficienttwerk communication.
Elaborate the need for Data Analytics and SecuritgT.

lllustrate different sensor technologies for segsmeal world entities and identify th
applications of 10T in Industry.

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questi@aecting one full qguestion from each module.

Text Books:

1.

2.

David Hanes, Gonzalo Salgueiro, Patrick Grossefetiert Barton, Jerome HerigT
Fundamentals: Networking Technologies, Protocols,ral Use Cases for the Internet o
Things”, 1°Edition, Pearson Education (Cisco Press Indian iR@pr(ISBN: 978-
9386873743)

Srinivasa K G;'Internet of Things”, CENGAGE Leaning India, 2017

Reference Books:

1.

2.

Vijay Madisetti and ArshdeepBahgdinternet of Things (A Hands-on-Approach)”,
1°Edition, VPT, 2014.I6BN: 978-8173719547)
Raj Kamal, “Internet of Things: Architecture and Design Principles”, 1% Edition,

McGraw Hill Education, 20171$BN: 978-9352605224)




BIG DATA ANALYTICS
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER — VIII

Subject Code 15CS82 IA Marks 20

Number of Lecture Hours/Week 4 Exam Marks 80

Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04

Course objectives This course will enable students to

» Understand Hadoop Distributed File system and emarkiapReduce Programming
* Explore Hadoop tools and manage Hadoop with Ambari

» Appraise the role of Business intelligence an@ygglications across industries

* Assess core data mining techniques for data ansalyti

» Identify various Text Mining techniques

Module — 1 Teaching
Hours

Hadoop Distributed File System Basics, Running EplamPrograms and10 Hours
Benchmarks, Hadoop MapReduce Framework, MapRedwcgdmming

Module — 2

Essential Hadoop Tools, Hadoop YARN Applicationsaridging Hadoop with 10 Hours
Apache Ambari, Basic Hadoop Administration Procedur

Module — 3

Business Intelligence Concepts and Application, aDaVarehousing, DatalO Hours
Mining, Data Visualization

Module — 4

Decision Trees, Regression, Artificial Neural Netksy Cluster Analysis| 10 Hours
Association Rule Mining

Module — 5

Text Mining, Naive-Bayes Analysis, Support Vectoadines, Web Mining, 10 Hours
Social Network Analysis

Course outcomes The students should be able to:

* Master the concepts of HDFS and MapReduce framewor

* Investigate Hadoop related tools for Big Data Atiab/and perform basic Hadog
Administration

* Recognize the role of Business Intelligence, Dataelvousing and Visualization
decision making

» Infer the importance of core data mining technigioeslata analytics

» Compare and contrast different Text Mining Techegu

p

n

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questicetecting one full question from each
module.

Text Books:
1. Douglas EadlinéHadoop 2 Quick-Start Guide: Learn the Essentials 6 Big Data
Computing in the Apache Hadoop 2 Ecosystem"1*Edition, Pearson Educatio
2016. ISBN-13: 978-9332570351




2. Anil Maheshwari,“Data Analytics”, 1% Edition, McGraw Hill Education, 2017.
ISBN-13: 978-9352604180

Reference Books:
1) Tom White, “Hadoop: The Definitve Guide”, 4" Edition, O'Reilly Media,
2015.ISBN-13: 978-9352130672
2) Boris Lublinsky, Kevin T.Smith, Alexey Yakubovic¢®rofessional Hadoop
Solutions", 1¥Edition, Wrox Press, 2014ISBN-13: 978-8126551071
3) Eric SammefHadoop Operations: A Guide for Developers and
Administrators", 1°Edition, O'Reilly Media, 2012.ISBN-13: 978-93502842




HIGH PERFORMANCE COMPUTING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER — VI

Subject Code 15CS831 IA Marks 20

Number of Lecture Hours/Week 3 Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Course objectives This course will enable students to

* Introduce students the design, analysis, and imgreation, of high performang
computational science and engineering applications.

» lllustrate on advanced computer architectures,llpadgorithms, parallel language
and performance-oriented computing.

Module — 1 Teaching
Hours

Introduction: Computational Science and Engineering Computational 10 Hours
Science and Engineering Applications; charactessdind requirements, Revigew
of Computational Complexity, Performance: metricead ameasurements,
Granularity and Partitioning, Locality: temporalésial/stream/kernel, Basic
methods for parallel programming, Real-world caseliss (drawn from multit
scale, multi-discipline applications)

Module — 2

High-End Computer Systems Memory Hierarchies, Multi-core Processdrd0 Hours
Homogeneous and Heterogeneous, Shared-memory Syimidedtiprocessors
Vector Computers, Distributed Memory Computers, eésapmputers and
Petascale Systems, Application Accelerators / Rigpaiable Computing, Novel
computers: Stream, multithreaded, and purpose-built

[

Module — 3

Parallel Algorithms: Parallel models: ideal and real frameworks, Badi0 Hours
Techniques: Balanced Trees, Pointer Jumping, Diaite Conquer, Partitioning
Regular Algorithms: Matrix operations and Lineagébra, Irregular Algorithms:
Lists, Trees, Graphs, Randomization: Parallel &sdtandom Number
Generators, Sorting, Monte Carlo techniques

Module — 4

Parallel Programming: Revealing concurrency in applications, Task ad0 Hours
Functional Parallelism, Task Scheduling, Synchratiin Methods, Parallel
Primitives (collective operations), SPMD Programgnfthreads, OpenMP, MPI
I/O and File Systems, Parallel Matlabs (Paralleltistg Star-P, Matlab MPI),
Partitioning Global Address Space (PGAS) langug@gd3C, Titanium, Globa
Arrays)

Module — 5

Achieving Performance: Measuring performance, ldentifying performand® Hours
bottlenecks, Restructuring applications for deepnog hierarchies, Partitioning
applications for heterogeneous resources, usingtiegi libraries, tools, angd
frameworks

Course outcomes The students should be able to:

» lllustrate the key factors affecting performan€€8E applications, and

* Make mapping of applications to high-performanceapating systems, and




* Apply hardware/software co-design for achievingg@enance on real-world
applications

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questiaetecting one full question from each
module.

Text Books:

1. Introduction to Parallel Computing, AnanthGrama,shnl Gupta, George Karypis,
and Vipin Kumar, 2nd edition, Addison-Welsey, 2003.
2. Petascale Computing: Algorithms and Applicationayid A. Bader (Ed.), Chapman
& Hall/lCRC Computational Science Series, 2007

Reference Books:

1. Grama, A. Gupta, G. Karypis, V. Kumar, An Introdoat to Parallel Computing,
Design and Analysis of Algorithms: 2/e, Addison-Weégs 2003.

2. G.E. Karniadakis, R.M. Kirby II, Parallel ScienafComputing in C++ and MPI: 4
Seamless Approach to Parallel Algorithms and theiplementation, Cambridg
University Press,2003.

3. Wilkinson and M. Allen, Parallel Programming: Tedures and Applications Using
Networked Workstations and Parallel Computers, RHentice Hall, 2005.

4. M.J. Quinn, Parallel Programming in C with MPI @ddenMP, McGraw-Hill, 2004.

5. G.S. Almasi and A. Gottlieb, Highly Parallel Comimgt, 2/E, Addison-Wesley, 1994.

6. David Culler Jaswinder Pal Singh,"Parallel Compute&rchitecture: A
hardware/Software Approach”, Morgan Kaufmann, 1999.

7. Kai Hwang, "Scalable Parallel Computing”, McGrawil HDB98.
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USER INTERFACE DESIGN
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER — VI

Subject Code 15CS832 IA Marks 20

Number of Lecture Hours/Week 3 Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Course objectives This course will enable students to

* To study the concept of menus, windows, interfaces
* To study about business functions

* To study the characteristics and components of evisdandthe various controls for

the windows.

* To study about various problems in windows desigh wolor, text, graphics.

* To study the testing methods

Module — 1 Teaching
Hours
Introduction-Importance-Human-Computer interfacaselsteristics of graphigsl0 Hours

interface-Direct manipulation graphical system -bweser interface-popularity

characteristic & principles.

Module — 2

User interface design process- obstacles-usabilitgan characteristics in desigtiO Hours
- Human interaction speed-business functions-requent analysis-Direct-
Indirect methods-basic business functions-Desigmdards-system timings | -

Human consideration in screen design - structufesnenus - functions

menus-contents of menu-formatting -phrasing theumeselecting menu choice-

navigating menus-graphical menus.

Module — 3

Windows: Characteristics-components-presentatiojiestypes-management
organizations-operations-web systems-device-basedtrats: characteristics

s10 Hours

Screen -based controls: operate control - text $eedection control:
combination control-custom control-presentationtoan

Module — 4

Text for web pages - effective feedback-guidance &ssistancer 10 Hours
Internationalization-accessibility -Icons-Image-Mumledia-coloring.

Module — 5

Windows layout-test :prototypes - kinds of testetest - Information search|-10 Hours

visualization - Hypermedia - www - Software tools.

Courseoutcomes The students should be able to:

» Design the user interface, design, menu creatidnraandows creation and

connection between menu and windows

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questiaetecting one full question from each

module.

Text Books:

1. Wilbent. O. Galitz ,"The Essential Guide to Usdelface Design”, John

Wiley&




Sons, 2001.

Reference Books:

1. Ben Sheiderman, "Design the User Interface", PeadEstucation, 1998.
2. Alan Cooper, "The Essential of User Interface De§igViley - Dream Tech Ltd.|
2002.




NETWORK MANAGEMENT
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER — VI

Subject Code 15CS833 IA Marks 20

Number of Lecture Hours/Week 3 Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Course objectives This course will enable students to

* To understand the need for interoperable netwonkagement.

* To learn to the concepts and architecture behemtdsirds based network

management.

* To understand the concepts and terminology assacveith SNMP and TMN

» To understand network management as a typicailaiséd application

Module — 1

Teaching
Hours

Introduction: Analogy of Telephone Network Management, Data

Telecommunication Network Distributed computing Eomments, TCP/IP;

Based Networks: The Internet and Intranets, Comaoatioins Protocols an
Standards- Communication Architectures, Protocofeks and Services; Ca
Histories of Networking and Management — The Imgioce of topology
Filtering Does Not Reduce Load on Node, Some Comietwork Problems
Challenges of Information Technology Managers, NekwManagement: Goal
Organization, and Functions- Goal of Network Mamaget, Network
Provisioning, Network Operations and the NOC, Nekvdnstallation and
Maintenance; Network and System Management, NetWtakagement Systel
platform, Current Status and Future of Network Mgemaent.

aBdHours

d
5e

Module — 2

Basic Foundations: Standards, Models, and Langubigévork Managemen
Standards, Network Management Model, Organizationd&lf Information
Model — Management Information Trees, Managed QbjBerspectives
Communication Model; ASN.1- Terminology, Symbolsnda Conventions
Objects and Data Types, Object Names, An ExampeSii.1 from ISO 8824
Encoding Structure; Macros, Functional Model.

t8 Hours

Module — 3

SNMPv1 Network Management: Managed Network: Thetdfys of SNMP
Management, Internet Organizations and standardsrniet Documents, Th
SNMP Model, The Organization Model, System Overviévine Information
Model — Introduction, The Structure of Managememntoimation, Manage(
Objects, Management Information Base. The SNMP Comcation Model
The SNMP Architecture, Administrative Model, SNMPeSifications, SNMH
Operations, SNMP MIB Group, Functional Model SNMPamdgement -
RMON: Remote Monitoring, RMON SMI and MIB, RMONIRMON1 Textual
Conventions, RMON1 Groups and Functions, RelatignBletween Control an
Data Tables, RMON1 Common and Ethernet Groups, RMQiken Ring
Extension Groups, RMON2 — The RMON2 Management rmégion Base

8 Hours
e

S

RMON2 Conformance Specifications.

Module — 4

Broadband Access Networks, Broadband Access Teaobyol HFCT|8Hours




Technology: The Broadband LAN, The Cable Modem, Ta&ble Modem
Termination System, The HFC Plant, The RF SpectiamCable Modem; Dat
Over Cable, Reference Architecture; HFC Managemer@able Modem an
CMTS Management, HFC Link Management, RF Spectruamadement, DSL
Technology; Asymmetric Digital Subscriber Line Taology — Role of the
ADSL Access Network in an Overall Network, ADSL Airtecture, ADSL
Channeling Schemes, ADSL Encoding Schemes; ADSLagement — ADSL
Network Management Elements, ADSL Configuration kigement, ADSL
Fault Management, ADSL Performance Management, SiBsised ADSL Line
MIB, MIB Integration with Interfaces Groups in MIB- ADSL Configuration
Profiles

L

Module — 5

Network Management Applications: Configuration Mgement- Network 8 Hours
Provisioning, Inventory Management, Network Topgiogault Management-
Fault Detection, Fault Location and Isolation 24cAmiques, Performange
Management — Performance Metrics, Data MonitoriRgpblem Isolation
Performance Statistics; Event Correlation TechrsqueRule-Based Reasonirg,
Model-Based Reasoning, CaseBased Reasoning, Cddeooelation Model
State Transition Graph Model, Finite State Machiiodel, Securit
Management — Policies and Procedures, SecuritycBesaand the Resources
Needed to Prevent Them, Firewalls, Cryptography,th@utication an
Authorization, Client/Server Authentication System$lessages Transfer
Security, Protection of Networks from Virus Attacksccounting Management,
Report Management, Policy- Based Management, Sehagel Management.

Course outcomes The students should be able to:

* Analyze the issues and challenges pertaining tcagement of emerging network
technologies such as wired/wireless networks aghd-gpeed internets.

* Apply network management standards to manage pshcietworks

* Formulate possible approaches for managing OS8larktmodel.

* Use on SNMP for managing the network

* Use RMON for monitoring the behavior of the network

* ldentify the various components of network and folate the scheme for the
managing them

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questiaetecting one full question from each
module.

Text Books:

1. Mani Subramanian: Network Management- PrinciplesRractice, 2nd Pearson
Education, 2010.

Reference Books:

1. J. Richard Burke: Network management Concepts aactiPes: a Hands-On
Approach, PHI, 2008.




SYSTEM MODELLING AND SIMULATION
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER — VI

Subject Code 15CS834 IA Marks 20

Number of Lecture Hours/Week 3 Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03
CREDITS - 03

Course objectives This course will enable students to

Explain the basic system concept and definitionsystem;
Discuss techniques to model and to simulate vasgagems;

Analyze a system and to make use of the informatamprove the performance.

Module - 1

Teaching
Hours

Introduction:  When simulation is the appropriate tool and whensinot
appropriate, Advantages and disadvantages of SiioijaAreas of application
Systems and system environment; Components of #tersysDiscrete an(
continuous systems, Model of a system; Types of dgdiscrete-Event Syste
Simulation Simulation examples: Simulation of qumeuisystems.General
Principles, Simulation SoftwareConcepts in Discrete-Event Simulation. T
Event-Scheduling / Time-Advance Algorithm, Manuahslation Using Even

10 Hours

)
m

he
|

Scheduling

Module — 2

Statistical Modelsin Simulation :Review of terminology and concepts, Use
statistical models,Discrete distributions. Contiasio distributions,Poisso
process, Empirical distributions.

Queuing ModelsCharacteristics of queuing systems,Queuing notateng-run
measures of performance of queuing systems,Longnessures of performan
of queuing systems cont...,Steady-state behavior /@3/Mqueue, Networks ¢
gueues,

fal0 Hours
n

Ce

Module — 3

Random-NumberGeneration:Properties of random numbers; Generation
pseudo-random numbers, Techniques for generatimgora numbers,Tests f(
Random NumbersdRandom-Variate Generation: ,Inverse transform techniqu
Acceptance-Rejection technique.

1 Hours
DI
e

Module — 4

Input Modeling: Data Collection; Identifying the distribution witldata,
Parameter estimation, Goodness of Fit Tests, Fitinnon-stationary Poiss(
process, Selecting input models without data, Mattate and Time-Series inp
models.

Estimation of Absolute Performance: Types of simulations with respect
output analysis ,Stochastic nature of output dslteasures of performance a
their estimationContd..

10 Hours
DN
ut

to
nd

Module — 5

Measures of performance and their estimation,Ougmatlysis for terminatin
simulations Continued..,Output analysis for stesidye simulations.

Verification, Calibration And Validation: Optimization: Model building
verification and validation, Verification of simdian models, Verification o

310 Hours

f




simulation models,Calibration and validation of ratsj Optimization vig
Simulation.

Course outcomes The students should be able to:

* Explain the system concept and apply functional @iod method to model the
activities of a static system

» Describe the behavior of a dynamic system and e@atnalogous model for a
dynamic system;

» Simulate the operation of a dynamic system and nmageovement according to the
simulation results.

Question paper pattern:

The question paper will have ten questions.

There will be 2 questions from each module.

Each question will have questions covering allttpcs under a module.

The students will have to answer 5 full questiaetecting one full question from each
module.

Text Books:

1. Jerry Banks, John S. Carson Il, Barry L. Nelsorvi®d#. Nicol: Discrete-Event
System Simulation, 5 th Edition, Pearson Educatiad]0.

Reference Books:

1. Lawrence M. Leemis, Stephen K. Park: Discreté&vent Simulation: A First
Course, Pearson Education, 2006.

2. Averill M. Law: Simulation Modeling and Analis, 4 th Edition, Tata McGraw
Hill, 2007




INTERNSHIP / PROFESSIONAL PRACTISE
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)
SEMESTER — VI

Subject Code 15CS84 IA Marks 50
Duration 4 weeks Exam Marks 50
Exam Hours 03
CREDITS - 02

Course objectives This course will enable students to

Description (If any):

Course outcomes The students should be able to:

Evaluation of Internship :




PROJECT WORK PHASE I
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)

SEMESTER - VIII

Subject Code 15CSP85 IA Marks 100

Number of Lecture Hours/Week 06 Exam Marks 100

Total Number of Lecture Hours -- Exam Hours 03
CREDITS - 05

Course objectives This course will enable students to

Description (If any):

Course outcomes The students should be able to:

Conduction of Practical Examination:




SEMINAR

[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2016 -2017)

SEMESTER - VIII

Subject Code 15CSS86 IA Marks 100

Number of Lecture Hours/Week 04 Exam Marks --

Total Number of Lecture Hours -- Exam Hours --
CREDITS - 02

Course objectives This course will enable students to

Description:

Course outcomes The students should be able to:

Evaluation of seminar:




VI SEMESTER

SCHEME OF TEACHING AND EXAMINATION
B.E. COMPUTER SCIENCE AND ENGINEERING

Elective I — Group A

1DCS661/1015661
[DCS662
1DCS663/10IS663
1DCS 664/ 1015664
1DCS 665
1DCS666/1 015666

Operations Research
Signals and Svystems

Data Compression

Pattern Recognition

Stochastic Models and Applications
Programming Languages

5. No. | Subject Subject Teaching | Teaching Hrs / Examination
Code Dept. Week
Theor | Practical Duration Marks
¥ (Hrs)
1A | Exam | Total
1 10ALG] | Management and Entrepreneurship CSE/SE/ 04 - 03 25 100 125
MBA
2 10CS62 | Unix System Programming CSE/SE 04 - 03 25 100 125
10CS63/ | Compiler Design CSE/SE 04 - 03 25 | 100 125
105662
4 10C564 Computer Networks - I1 CSE/SE 04 - 03 23 100 125
5 10CS65 7 | Computer Graphics and Visualization CSE/NSE 04 - 03 25 100 125
10[56635
i 10CS66x | Elective [ (Group-A) CSE/SE 04 - 03 25 100 125
7 10CSL6T | Computer Graphics and Visualization CSE/NSE - 03 03 25 50 75
Laboratory
8 I0CSLGR | Unix System Programming and Compiler CSE/ISE - 03 03 25 30 75
Design Laboratory
Toral 24 (6 - 200 | 700 900
4




SCHEME OF TEACHING AND EXAMINATION

B.E. COMPUTER SCIENCE AND ENGINEERING

VII SEMESTER
5. No. | Subject Code Subject Teaching | Teaching Hrs / Examination
Dept. | Week
Theory | Practi | Duration Marks
cal (Hrs)
IA | Exam | Total
1 10CST71 Object-Oriented Modeling and CSE/NSE 04 03 25 100 125
Design
1| 10CsTY Embedded Computing Systems CSENSE 04 03 25 100 125
1015752

3100873 Programming the Web CSE/NSE (4 3 25 100 125
4 | 100874 Advanced Computer Architectures | CSE/SE 04 03 25 100 123
3 10CS75% Elective T (Group-B) CSE/SE 04 03 25 100 125
] 10C576x Elective [T Group-C) CSENSE 4 - 03 25 100 125
7 10CSLTT Networks Laboratory CSENSE 03 03 25 S0 75
§ | 10CSL78 Web Programming Laboratory CSE/SE - 03 03 25 30 75
Total M 0 200 T SO0




10CST75 1/ 1018751
10CS8752
10CST53/ 10158753
10C5754/1015754
10CS5755/101574
10CS756/1015756

Elective Il = Group B

Advanced DBMS 1OCS761/1015761
Digital Signal Processing 10CST62/1015762
Java and J2ZEE 10CSTH3/ 1015763
Multimedia Computing LOCS764/ 1015764
Data Warehousing and Data Miming 10CS765/1015765
Meural Networks LOCS766/ 1015766

Elective IIT = Group C

C# Programming and .Net
Digital Image Processing
Game Theory

Artiticial Intelligence
Storage Area Networks
Fuzzy Logic

SCHEME OF TEACHING AND EXAMINATION
B.E. COMPUTER SCIENCE AND ENGINEERING

VIII SEMESTER
5. No. | Subject Code Subject Teaching | Teaching Hrs / Examination
Dept. Week
Theory | Practi | Duration Marks
cal

1A Exam Taotal

1 101581 Sofltware Architectures CSE/SE 04 - 03 25 1(H) 125
2 10CS82 System Modeling and Simulation CSE/ISE 04 - 03 25 100 125
3 10CS83x Elective IV(Group-D) CSE/ISE 04 - 03 25 100 125
4 10CS84x Elective V(Group-E) CSE/ISE 04 - 03 25 100 125
5 10CSES Project Work CSE 06 03 100 100 200
i 10CSE6 Seminar CSE - - - 50 - 50
Total 16 06 250 500 750




Elective IV = Group D

10CSE3 /1015831
10CS832/1015832
10CS833

10CSE34/1015834
10CSE35/10IS835
10CS836/1015836

Wireless Networks and Mobile Computing
Web 2.0 and Rich Internet Applications
WVLSI Design and Algorithms

MNetwork Management Systems
Information and Network Security
Microcontroller-Based Systems

Elective V= Group E

10CSE41/1015841
I0C5842
10CS5843
10CSE44/ 1015844
10CSE45/ 1015845
10CS846

NOTE: Students have to register for one Elective from each of the five Elective Group.

Ad-hoc Networks

Software Testing

ARM Based System Design
Services Oriented Architecture
Clouds. Grids and Clusters
Multi-core Architecture and
Programming



