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N-MOS depletion mode transistor:-  
This transistor is normally ON, even with Vgs=0. The channel will be implanted while 
fabricating, hence it is normally ON. To cause the channel to cease to exist, a – ve 
voltage must be applied between gate and source. 
 
 
 
 
 
 
 
 
 
 
 
NOTE: Mobility of electrons is 2.5 to 3 times faster than holes. Hence P-MOS devices 
will have more resistance compared to NMOS. 
Enhancement mode Transistor action:- 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  



 
 

Figure 8(a)(b)(c) Enhancement mode transistor with different Vds values 
 

To establish the channel between the source and the drain a minimum voltage (Vt) 

must be applied between gate and source. This minimum voltage is called as “Threshold 
Voltage”. The complete working of enhancement mode transistor can be explained with 
the help of diagram a, b and c. 
 

a) Vgs > Vt 

Vds = 0  

 

Since Vgs > Vt and Vds = 0 the channel is formed but no current flows between 
drain and source.  

 

b) Vgs > Vt  

Vds < Vgs - Vt  
This region is called the non-saturation Region or linear region where the drain 

current increases linearly with Vds. When Vds is increased the drain side becomes more 
reverse biased(hence more depletion region towards the drain end) and the channel starts 
to pinch. This is called as the pinch off point. 

c) Vgs > Vt 
Vds > Vgs - Vt 
This region is called Saturation Region where the drain current remains almost 

constant. As the drain voltage is increased further beyond (Vgs-Vt) the pinch off point 
starts to move from the drain end to the source end. Even if the Vds is increased more 
and more, the increased voltage gets dropped in the depletion region leading to a constant 
current.  
The typical threshold voltage for an enhancement mode transistor is given by Vt = 0.2 * 
Vdd. 
Three MOS operating regions are :Cutoff or subthreshold region, linear region and 
saturation region.  
The following equation describes all these three regions: 
 
 
 
 
 
 
 
 



where β is MOS transistor gain and it is given by β=µ ε/tox(W/L) again 
‘µ’ is the mobility of the charge carrier  

‘ε’ is the permittivity of the oxide layer. ‘tox’is the 
thickness of the oxide layer. 
‘W’ is the width of the transistor.( shown in diagram)  
‘L’ is the channel length of the transistor.(shown in diagram) 
 
 
 
 
 
 
 
 
 
 

 

Diagram just to show the length and width of a MOSFET. 

 
The graph of Id and Vds for a given Vgs is given below: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 3: VI Characteristics of MOSFET 
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CMOS INVETER CHARACTERISTICS 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 4: CMOS Inverter 

 

CMOS inverters (Complementary NOSFET Inverters) are some of the most 
widely used and adaptable MOSFET inverters used in chip design. They operate with 
very little power loss and at relatively high speed. Furthermore, the CMOS inverter has 
good logic buffer characteristics, in that, its noise margins in both low and high states are 
large. 

 

A CMOS inverter contains a PMOS and a NMOS transistor connected at the drain 
and gate terminals, a supply voltage VDD at the PMOS source terminal, and a ground 
connected at the NMOS source terminal, were VIN is connected to the gate terminals and 
VOUT is connected to the drain terminals.( given in diagram). It is important to notice 
that the CMOS does not contain any resistors, which makes it more power efficient that a 
regular resistor-MOSFET inverter. As the voltage at the input of the CMOS device varies 
between 0 and VDD, the state of the NMOS and PMOS varies accordingly. If we model 
each transistor as a simple switch activated by VIN, the inverter’s operations can be seen 
very easily: 
 

       

 MOSFET Condition on State of 
 

  MOSFET  MOSFET  
 

      
 

 

NMOS Vgs<Vtn 
 

OFF 
  

   
 

       

 NMOS Vgs>Vtn  ON  
 

 

PMOS Vsg<Vtp 
 

OFF 
  

   
 

       

 PMOS Vsg>Vtp  ON  
 

       

 
The table given, explains when the each transistor is turning on and off. When 

VIN is low, the NMOS is "off", while the PMOS stays "on": instantly charging VOUT to 
 
 
 

 



 
logic high. When Vin is high, the NMOS is "on and the PMOS is "off": taking the 
voltage at VOUT to logic low. 

 

Inverter DC Characteristics: 

 
Before we study the DC characteristics of the inverter we should examine the 

ideal characteristics of inverter which is shown below. The characteristic shows that 
when input is zero output will high and vice versa. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5: Ideal Characteristics of an Inverter 
 
The actual characteristics is also given here for the reference. Here we have shown 
the status of both NMOS and PMOS transistor in all the regions of the characteristics. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

  
 

Figure 6: Actual Characteristics of an Inverter 
 
Graphical Derivation of Inverter DC Characteristics:  

The actual characteristics is drawn by plotting the values of output voltage for 
different values of the input voltage. We can also draw the characteristics, starting 
with the VI characteristics of PMOS and NMOS characteristics. 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7a,b,c: Graphical Derivation of DC Characteristics 
 

The characteristics given in figure 7a is the vi characteristics of the NMOS 
and PMOS characteristics (plot of Id vs. Vds). The figure 7b shows the values of 
drain current of PMOS transistor is taken to the positive side the current axis. This is 
done by taking the absolute value of the current. By superimposing both 
characteristics it leads to figure 7c. the actual characteristics may be now determined 
by the points of common Vgs intersection as shown in figure 7d. 
 
 

 
Figure 7d: CMOS Inverter DC Characteristics 

Figure 7d shows five regions namely region A, B, C, D & E. also we have shown a 



dotted curve which is the current that is drawn by the inverter. 

 

Region A:  
The output in this region is High because the P device is OFF and n device is ON. 
In region A, NMOS is cutoff region and PMOS is on, therefore output is logic 
high. We can analyze the inverter when it is in region B. the analysis is given 
below: 

 

Region B: 
The equivalent circuit of the inverter when it is region B is given below. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 8: Equivalent circuit in Region B 
 
In this region PMOS will be in linear region and NMOS is in saturation region. 

 
The expression for the NMOS current is 
 

 

The expression for the PMOS current is 
 
The expression for the voltage Vo can be written as 
 
 
 
 
 
 
 

 

Region C:  
The equivalent circuit of CMOS inverter when it is in region C is given here. 

Both n and p transistors are in saturation region, we can equate both the currents and 
we can obain the expression for the mid point voltage or switching point voltage of a 
inverter. The corresponding equations are as follows: 
 
 
 
 
 
 
 
 
 
 
 
 



 
Figure 9: Equivalent circuit in Region C 

 
The corresponding equations are as follows: 
 
 
 
 
 
 

 
By equating both the currents, we can obtain the expression for the switching point 
voltage as, 
 
 
 
 
 
Region D: the equivalent circuit for region D is given in the figure below. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 10: equivalent circuit in region D 
We can apply the same analysis what we did for region B and C and we can obtain 
the expression for output voltage. 
Region E: 
The output in this region is zero because the P device is OFF and n device is ON. 
 

OR 

Q: 2 a 

NMOS Fabrication: 
 
The process starts with the oxidation of the silicon substrate (Fig. 9(a)), in which a 

relatively thick silicon dioxide layer, also called field oxide, is created on the surface 

(Fig. 9(b)). Then, the field oxide is selectively etched to expose the silicon surface on 

which the MOS transistor will be created (Fig. 9(c)). Following this step, the surface 

is covered with a thin, high-quality oxide layer, which will eventually form the gate 

oxide of the MOS transistor (Fig. 9(d)). On top of the thin oxide, a layer of 

polysilicon (polycrystalline silicon) is deposited (Fig. 9(e)). Polysilicon is used both 

as gate electrode material for MOS transistors and also as an interconnect medium in 

silicon integrated circuits. Undoped polysilicon has relatively high resistivity. The 

resistivity of polysilicon can be reduced, however, by doping it with impurity atoms 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
Figure 9 NMOS Fabrication process steps 

 

After deposition, the polysilicon layer is patterned and etched to form the 
interconnects and the MOS transistor gates (Fig. 9(f)). The thin gate oxide not 
covered by polysilicon is also etched away, which exposes the bare silicon surface on 
which the source and drain junctions are to be formed (Fig. 9(g)). The entire silicon 
surface is then doped with a high concentration of impurities, either through diffusion 
or ion implantation (in this case with donor atoms to produce n-type doping). Figure 

9(h) shows that the doping penetrates the exposed areas on the silicon surface, 
ultimately creating two n-type regions (source and drain junctions) in the p-type 
substrate. The impurity doping also penetrates the polysilicon on the surface, 
reducing its resistivity. Note that the polysilicon gate, which is patterned before 
doping actually defines the precise location of the channel region and, hence, the 
location of the source and the drain regions. Since this procedure allows very precise 
positioning of the two regions relative to the gate, it is also called the self-aligned 
 
 
 



 
process. Once the source and drain regions are completed, the entire surface is again 
covered with an insulating layer of silicon dioxide (Fig. 9 (i)). The insulating oxide layer 
is then patterned in order to provide contact windows for the drain and source junctions 
(Fig. 9 (j)). The surface is covered with evaporated aluminum which will form the 
interconnects (Fig. 9 (k)). Finally, the metal layer is patterned and etched, completing the 
interconnection of the MOS transistors on the surface (Fig. 9 (l)). Usually, a second (and 
third) layer of metallic interconnect can also be added on top of this structure by creating 
another insulating oxide layer, cutting contact (via) holes, depositing, and patterning the 
metal. 
Q: 2 b. 

I ) Channel length modulation:  
The channel length of the MOSFET is changed due to the change in the drain to source 
voltage. This effect is called as the channel length modulation. The effective channel 
length & the value of the drain current considering channel length modulation into effect 
is given by, 

Change in vDS in saturation, implies no change in corresponding iD and hence infinite 
resistance in saturation. This is because of the assumption that once channel is pinched 

off, further increase in vDS have no effect on the channel’s shape. But, in practice, as 

vDS is increased, the channel pinch-off point is moved slightly away from the drain, 
toward the source.  
Channel Length Modulation: With an increase in vDS, the channel length decreases from L to 

L- L, but voltage drop across it remains the same, and the additional drop will appear across the 

depletion region between the end of the channel and the drain  
 
 
 
 
  

 
 
 
 
 
 
 
 
 

Figure:  Channel length modulation 
To account for the dependence of iD on vDS in saturation, replace L with L- L in the iD 

Eq. λ is a process technology parameter and now the expression for iD becomes, 
 
 
 
 
 
 
 
 
 
 

 

 



Where λ is the channel length modulation factor. 

ii) Noise Margin:  
Noise margin is a parameter related to input output characteristics. It determines the 
allowable noise voltage on the input so that the output is not affected.  
We will specify it in terms of two things:  

LOW noise margin 
HIGH noise margin  

 
LOW noise margin: is defined as the difference in magnitude between the maximum 
Low output voltage of the driving gate and the maximum input Low voltage recognized 
by the driven gate.  
NML=|VILmax – VOLmax| 

 
HIGH noise margin: is defined difference in magnitude between minimum High output 
voltage of the driving gate and minimum input High voltage recognized by the receiving 
gate. 
 

NMH=|Vohmin – VIHmin| 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 12: noise margin definitions 
 
 
 
 
 

 



Figure shows how exactly we can find the noise margin for the input and output.  
We can also find the noise margin of a CMOS inverter. The following figure gives the 
idea of calculating the noise margin. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 13: CMOS inverter noise margins 
Q:3a 

Basic Structure 

 

A CMOS logic circuit is in effect an extension, or a generalization, of the CMOS 

inverter:  
The CMOS logic gate consists of two networks: the pull-down network (PDN) 
constructed of NMOS transistors, and the pull-up network (PUN) constructed of PMOS 
transistors (see Fig. 8). The two networks are operated by the input variables, in a 
complementary fashion. Thus, for the three-input gate represented in Fig. 8, the PDN will 
conduct for all input combinations that require a low-output (Y= 0) and will then pull the 
output node down to ground, causing a zero voltage to appear at the output, VY= 0. 
Simultaneously, the PUN will be off, and no direct dc path will exist between VDD and 
ground. On the other hand, all input combinations that call for a high output (Y=1) will 
cause the PUN to conduct, and the PUN will then pull the output node up to VDD, 
establishing an output voltage VY = V DD Simultaneously, the PDN will be cut off, an 
again, no dc current path between VDD and ground will exist in the circuit. 



 
Figure 8 Representation of a three-input CMOS logic gate. The PUN comprises 

PMOS transistors, and the PDN comprises NMOS transistors 

Since the PDN comprises NMOS transistors, and since an NMOS transistor 

conducts when the signal at its gate is high, the PDN is activated (i.e., conducts) when the 

inputs are high. In a dual manner, the PUN comprises PMOS transistors, and a PMOS 

transistor conducts when the input signal at its gate is low; thus the PUN is activated 

when the inputs are low.  
The PDN and the PUN each utilizes devices in parallel to form an OR function, 

and devices in series to form an AND function. For the circuit in Fig. 9(a), we observe 
that QA will conduct when A is high(VA=VDD) and will then pull the output node down to 
ground (VY=0V, Y = 0). Similarly, QB conducts and pulls Y down when B is high. Thus 
Y will be low when A is high or B is high, which can be expressed as 

 

or equivalently  
Y = A + B 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

Fig  : pull down networks 



 
The PDN in Fig. 9(b) will conduct only when A and B are both high simultaneously.  
Thus Y will be low when A is high and B is high, 
 
 
 
or equivalently 

 
Y = AB 

 

As a final example, the PDN in Fig. 9(c) will conduct and cause Y to be 0 when A is high or 

when B and C are both high, thus 

 

or equivalently  
Y = A + BC 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure: Examples of pull-up networks.  

Next consider the PUN examples shown in Fig. 10. The PUN in Fig. 10(a) will conduct 
and pull Y up to VDD(Y =1) when A is low or B is low, thus 

 

The PUN in Fig. 10(b) will conduct and produce a high output (VY = VDD,Y= 1) only when A 

and B are both low, thus 
 

 

Finally, the PUN in Fig. 10(c) will conduct and cause Y to be high (logic 1) if A is low or if B 

and C are both low, thus 

 
With CMOS there are two types of diffusion: n-type is drawn in green and p-type in brown.  
These are on the same layers in the chip and must not meet. In fact, the method of fabrication 
required that they be kept relatively far apart. 

 
Modern CMOS processes usually support more than one layer of metal. Two are common and 
three or more are often available. 
 
Actually, these conventions for colors are not universal; in particular, industrial (rather than 
academic) systems tend to use red for diffusion and green for polysilicon. Moreover, a shortage 
of colored pens normally means that both types of diffusion in CMOS are colored green and the 



polarity indicated by drawing a circle round p-type transistors or simply inferred from the 
context. Colorings for multiple layers of metal are even less standard. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 5: CMOS inverter 

 
Figure 5 shows the schematic, stick diagram and corresponding layout of CMOS inverter 

Q: 3b. 

                        Fig. Two i/p NAND gate stick diagram 

 

Y = A+B+C 

 



 

 

 

 

 

Q:3b. 

Via is used to connect higher level metals from metal1 connection. The cross section and 
layout view given figure 13 explain via in a better way. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure : cross section showing the contact cut and via 
 

Figure shows the design rules for contact cuts and Vias. The design rule for contact is minimum 2λx2λ and 
same is applicable for a Via. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure  Design rules for contact cuts and vias 
  
Buried contact: The contact cut is made down each layer to be joined and it is shown in figure  
 
 
 



 
 
 
 
 
 
 
 
 
 
 

Figure : Buried contact 

 
Butting contact: The layers are butted together in such a way the two contact cuts 
become contiguous. We can better under the butting contact from figure. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure : Butting contact 
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Sheet resistance heet resistance is applicable to two-dimensional systems in which thin films are 

considered two-dimensional entities. When the term sheet resistance is used, it is implied that the 

current is along the plane of the sheet, not perpendicular to it. 

In a regular three-dimensional conductor, the resistance can be written as 

  

R =ρL/A =ρL/Wt 

where ρ is the resistivity, A is the cross-sectional area, and L is the length. The cross-sectional 

area can be split into the width W and the sheet thickness t . 

Upon combining the resistivity with the thickness, the resistance can then be written as 

R=  ρL/Wt = RsL/W   

https://en.wikipedia.org/wiki/Electrical_resistance
https://en.wikipedia.org/wiki/Resistivity


where Rs is the sheet resistance. If the film thickness is known, the bulk 

resistivity  (in Ω·cm) can be calculated by multiplying the sheet resistance by the film 

thickness in cm: 

If  L=W,  R=Rs 

The Sheet resistance Rs of nMOS is 10kohm 

The Rs of pMOS is 2.5X10kohm for 5um Technology 

 

Q:4b. 

 

 

https://en.wikipedia.org/wiki/Ohm
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       Figure 7:Stick diagram of nor gate    Layout of NOR gate 
 

 

Q:5a.  

The process of reducing the horizontal and vertical dimension of the transistor is called 

Scaling.The device is scaled by a factor S, This S is quantity grates than 1. 

There are two types of Scaling techniques  

     1. Constant Field Scaling  

     2. Constant Voltage scaling 

Two scaling factors 1/α and 1/β are used, 1/β is the scaling factor for supply voltage and gate 

oxide thickness. 1/α  scaling factor for linear dimensions both horizontal and vertical dimensions. 

• For Constant Field Scaling β = α  

• Constant Voltage scaling β = 1 



 

   General Constant E Constant V  
 

 

Parameters Description 

(Combined V    
 

 

and 

   
 

      
 

   Dimension)    
 

 VDD Supply voltage 1/β 1/α 1  
 

 L Channel length 1/α 1/α 1/α  
 

 W Channel width 1/α 1/α 1/α  
 

 D Gate oxide thickness 1/β 1/α 1  
 

 Ag Gate area 1/α
2
 1/α

2
 1/α

2
  

 

  Gate capacitance per β α 1  
 

 Co  (or Cox) unit area     
 

 Cg Gate capacitance β/α
2 1/α 1/α

2
  

 

 Cx Parsitic capacitance 1/α 1/α 1/α  
 

 Qon Carrier density 1 1 1  
 

 Ron Channel resistance 1 1 1 

 

 

 

Idss Saturation current 1/β 1/α 1 
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Nature of the bus architecture linking the subunits is discussed below. Some of 
the possibilities are: 

 

One bus architecture: 
 

 

 

 

 

Figure : One bus architecture Sequence: 

1. 1
st

 operand from registers to ALU. Operand is stored there. 

2. 2
nd

 operand from register to ALU and added. 
3. Result is passed through shifter and stored in the register 

 

 



Two bus architecture: 
 

 

 

 

 

 

Figure : Two bus architecture Sequence: 

 

1. Two operands (A & B) are sent from register(s) to ALU & are operated upon, 
result S in ALU. 

2. Result is passed through the shifter & stored in registers. 

 

Three bus architecture: 
 

 

 

 

 

 

 

Figure : Three bus architecture Sequence: 

Two operands (A & B) are sent from registers, operated upon, and shifted result 
(S) returned to another register, all in same clock period. 

In pursuing this design exercise, it was decided to implement the structure with a 
2 – bus architecture. A tentative floor plan of the proposed design which includes some 
form of interface to the parent system data bus is shown in figure 6.7. 

 

 

 

 

 

 

 

 

 

Figure 6: Tentative floor plan for 4 – bit datapath 
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Design of a 4-bit adder: 

The truth table of binary adder is as shown in table 6.1 

   

Inputs 

  

Outputs 

  

       

          

          

 Ak  Bk Ck-1 Sk  Ck   

          

         

 0  0 0 0  0   

          

         

 0  1 0 1  0   

         

         

 1  0 0 1  0   

          

         

 1  1 0 0  1   

          

         

 0  0 1 1  0   

          

         

 0  1 1 0  1   

          

         

 1  0 1 0  1   

          

         

 1  1 1 1  1   

          

   



As seen from the table any column k there will be three inputs namely Ak , Bk as 

present input number and Ck-1 as the previous carry. It can also be seen that there are two 

outputs sum Sk and carry Ck. 

From the table one form of the equation is: 
 

Sum Sk = HkCk-l’ + Hk’Ck-1 

New carryCk = AkBk + Hkck-1 

Where  

Half sum Hk = Ak’Bk + Ak Bk’ 

 

Adder element requirements 

Table 6.1 reveals that the adder requirement may be stated as: 

If Ak = Bk then Sk = Ck-1 

Else Sk =  Ck-l’   

And for the carry Ck   

If Ak = Bk then Ck = Ak = Bk 

Else Ck =  Ck-l   

Thus the standard adder element for 1-bit is as shown in the figure 6.11. 
 

 

 

 

 

 

 

 

 

 

 

Figure : Adder element 

 

 

 



Implementing ALU functions with an adder: 

An ALU must be able to add and subtract two binary numbers, perform logical 
operations such as And, Or and Equality (Ex-or) functions. Subtraction can be performed 
by taking 2’s complement of the negative number and perform the further addition. It is 
desirable to keep the architecture as simple as possible, and also see that the adder 
performs the logical operations also. Hence let us examine the possibility. 

The adder equations are: 

Sum Sk = HkCk-l’ + Hk’Ck-1 

New carry Ck = AkBk + Hk Ck-1 

Where  

Half sum Hk = Ak’Bk + Ak Bk’ 

 

Let us consider the sum output, if the previous carry is at logical 0, then 

Sk = Hk. 1 + Hk’. 0 
 

Sk = Hk = Ak’Bk + Ak Bk’ – An Ex-or 

operation Now, if Ck-1 is logically 1, then 

Sk = Hk. 0 + Hk’. 1 

 

 

 

 



Sk = Hk’ – An Ex-Nor operation 

Next, consider the carry output of each element, first Ck-1 is held at 

logical 0, then Ck = AkBk + Hk . 0 

Ck = AkBk -  An And operation 

Now if Ck-1 is at logical 1, then 

Ck = AkBk + Hk . 1 

On solving Ck = Ak + Bk  - An Or operation 

 

The adder element implementing both the arithmetic and logical functions 
can be implemented as shown in the figure 6.12. 

 

 

 

 

 

 

 

Figure: 1-bit adder block 
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Manchester carry – chain 

This implementation can be very per formant (20 transistors) depending 
on the way the XOR function is built. The carry propagation of the carry is 
controlled by the output of the XOR gate. The generation of the carry is directly 
made by the function at the bottom. When both input signals are 1, then the 
inverse output carry is 0. 

 

 

 

 

 

 

 

Figure-: An adder with propagation signal controlling the pass-gate 



In the schematic of Figure 6.12, the carry passes through a complete 
transmission gate. If the carry path is precharged to VDD, the transmission gate is 
then reduced to a simple NMOS transistor. In the same way the PMOS transistors 
of the carry generation is removed. One gets a Manchester cell. 

 

Figure-: The Manchester cell 

The Manchester cell is very fast, but a large set of such cascaded cells 
would be slow. This is due to the distributed RC effect and the body effect 
making the propagation time grow with the square of the number of cells. 
Practically, an inverter is added every four cells, like in Figure 6 

 

 

 

 

 

 

 

Figure-: The Manchester carry cell 

Q:6c 

The Carry-Select Adder 

This type of adder is not as fast as the Carry Look Ahead (CLA) presented 
in a next section. However, despite its bigger amount of hardware needed, it has 
an interesting design concept. The Carry Select principle requires two identical 
parallel adders that are partitioned into four-bit groups. Each group consists of the 
same design as that shown on Figure 6.18. The group generates a group carry. In 
the carry select adder, two sums are generated simultaneously. One sum assumes 
that the carry in is equal to one as the other assumes that the carry in is equal to 
zero. So that the predicted group carry is used to select one of the two sums. 

It can be seen that the group carries logic increases rapidly when more 
high- order groups are added to the total adder length. This complexity can be 



decreased, with a subsequent increase in the delay, by partitioning a long adder 
into sections, with four groups per section, similar to the CLA adder. 

 

 

 

Figure-: The Carry Select adder Optimization of the 

carry select adder 

 

• Computational time  

T = K1n 
 

• Dividing the adder into blocks with 2 parallel paths  

T = K1n/2 + K2 
 

• For a n-bit adder of M-blocks and each block contains P adder cells in 
series T = PK1 + (M – 1) K2 ; n = M.P minimum value for T is when 

M=√(K1n / K1 ) 
 

Q:7a 

Guidelines may be set out as follows: 

 l. Define the requirements (properly and carefully)' 

2. Partition the overall architecture into appropriate subsystems. 

3. Consider communication paths carefully in order to develop sensible interrelationships 

     between subsystems. 

4. Draw a floor plan of how the system is to map onto the silicon (and alternate between  

     2, 3 and 4 as necessary). 

5. Aim for regular structures so that design is largely a matter of  replication. 

6. Draw suitable (stick or symbolic) diagrams of the leaf-cells of  the subsystems. 



7. Convert each cell to a layout. 

8. Carefully and thoroughly carry out a design rule check on each cell. 

9. Simulate the performance of each cell/subsystem 

 

The whole design process will be greatly assisted if considerable care is taken with: 

 

1. the partitioning of the system so that there are clean and clear subsystems with a 

minimum interdependence and complexity of interconnection between them. 

2. The design simplification within subsystems so that architectures are adopted 

which allow the exploitation of a cellular design concept. This allows the system 

to be composed of relatively few standard cells which are replicated to form 

highly regular structures. 

 

Q:7c  
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A field-programmable gate array (FPGA) is an integrated circuit designed to be 

configured by a customer or a designer after manufacturing – hence "field-

programmable". The FPGA configuration is generally specified using a hardware 

description language (HDL), similar to that used for an application-specific integrated 

circuit (ASIC) (circuit diagrams were previously used to specify the configuration, as 

they were for ASICs, but this is increasingly rare). 

FPGAs contain an array of programmable logic blocks, and a hierarchy of reconfigurable 

interconnects that allow the blocks to be "wired together", like many logic gates that can 

be inter-wired in different configurations. Logic blocks can be configured to perform 

complex combinatioal functions, or merely simple logic gates like AND and XOR. In 

most FPGAs, logic blocks also include memory elements, which may be simple flip-

flops or more complete blocks of memory 

 

 

The FPGA is Field Programmable Gate Array. It is a type of device that is widely used in 

electronic circuits. FPGAs are semiconductor devices which contain programmable logic 

blocks and interconnection circuits. It can be programmed or reprogrammed to the 

required functionality after manufacturing. 

https://en.wikipedia.org/wiki/Integrated_circuit
https://en.wikipedia.org/wiki/Field-programmable
https://en.wikipedia.org/wiki/Field-programmable
https://en.wikipedia.org/wiki/Hardware_description_language
https://en.wikipedia.org/wiki/Hardware_description_language
https://en.wikipedia.org/wiki/Application-specific_integrated_circuit
https://en.wikipedia.org/wiki/Application-specific_integrated_circuit
https://en.wikipedia.org/wiki/Circuit_diagram
https://en.wikipedia.org/wiki/Programmable_logic_device
https://en.wikipedia.org/wiki/Logic_block
https://en.wikipedia.org/wiki/Logic_block
https://en.wikipedia.org/wiki/Combinational_logic
https://en.wikipedia.org/wiki/Logic_gate
https://en.wikipedia.org/wiki/AND_gate
https://en.wikipedia.org/wiki/XOR_gate
https://en.wikipedia.org/wiki/Memory_cell_(computing)
https://en.wikipedia.org/wiki/Flip-flop_(electronics)
https://en.wikipedia.org/wiki/Flip-flop_(electronics)


The FPGA Architecture consists of three major components 

 Programmable Logic Blocks, which implement logic functions 

 Programmable Routing (interconnects), which implements functions 

 I/O blocks, which are used to make off-chip connections 

Programmable Logic Blocks 

The programmable logic block provides basic computation and storage elements used in 

digital systems. A basic logic element consists of programmable combinational logic, a 

flip-flop, and some fast carry logic to reduce area and delay cost. 

Modern FPGAs contain a heterogeneous mixture of different blocks like dedicated 

memory blocks, multiplexers. Configuration memory is used throughout the logic blocks 

to control the specific function of each element. 

Programmable Routing 

The programmable routing establishes a connection between logic blocks and 

Input/Output blocks to complete a user-defined design unit. 

It consists of multiplexers pass transistors and tri-state buffers. Pass transistors and 

multiplexers are used in a logic cluster to connect the logic elements. 

Programmable I/O 

The programmable I/O pads are used to interface the logic blocks and routing 

architecture to the external components. The I/O pad and the surrounding logic circuit 

form as an I/O cell. These cells consume a large portion of the FPGA’s area. And the 

design of I/O programmable blocks is complex, as there are great differences in the 

supply voltage and reference voltage. 

The selection of standards is important in I/O architecture design. Supporting a large 

number of standards can increase the silicon chip area required for I/O cells. With 

advancement, the basic FPGA Architecture has developed through the addition of more 

specialized programmable function blocks. 

Q: 8 b  

 





 
 
 

Q: 9 a 

3T dynamic RAM cell:  

Circuit diagram 

 

 
 

Working 

 

• RD = low, bit read from bus through T1, WR = high, logic level on bus 
sent to Cg of T2, WR = low again 

 

• Bit level is stored in Cg of T2, RD=WR=low 

 

• Stored bit is read by RD = high, bus will be pulled to ground if a 1 was 
stored else 0 if T2 non-conducting, bus will remain high. 

 

Dissipation 
 



• Static dissipation is nil  

• Depends on bus pull-up & on duration of RD signal & switching 
frequency  

Volatility 
 

• Cell is dynamic, data will be there as long as charge remains on Cg of T2  
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